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mployee attrition and excessive turnover are major difficulties in today's competitive 
employment market, affecting many industries. To overcome these difficulties, firms 
are increasingly relying on artificial intelligence (AI) to forecast staff  loss and devise 

effective retention strategies. This study investigates famous machine learning (ML) models to 
forecast employee turnover and deliver data-driven solutions. The first section of  the study 
compares various ML models on an imbalanced dataset. The second section introduces the 
Synthetic Minority Oversampling Technique (SMOTE) for data oversampling and applies ML 
models to the enlarged dataset. ML can predict employee turnover by examining historical 
data, employee behavior, and external factors. This early detection enables organizations to 
respond proactively with targeted retention strategies. The study concludes that the Random 
Forest model is the best model when combined with SMOTE, achieving performance scores 
of  0.96 out of  1. 
Keywords: Attrition, Prediction, Machine Learning, SMOTE. 
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Introduction:  
 In the current era, the labor market is rapidly increasing especially in the field of  
management and human resources. The main point that is notable in this domain is 
“involuntary turnover”, in which employees leave their positions against the employer's wishes 
[1]. This change is affecting the business of  every industry and country, especially in the 
pandemic situation. It experienced a significant increase during what has been dubbed the 
'Great Resignation,' which began in the spring of  2021 in the US [2]. The enormous rise in 
employee turnover offers a complicated challenge for companies, resulting in both real and 
intangible expenses. 
 Employee attrition rates are an important indicator of  an organization's progress. A 
high attrition rate suggests that employees leave frequently, perhaps resulting in the loss of  
organizational benefits [3]. There are several types of  attrition to understand why employees 
leave the company.  

• Voluntary Attrition: It is a situation in which an employee chooses to leave the 
company on their own.  

• Involuntary Attrition: It is a situation in which the organization decides to end the 
employee's employment. 

• External Attrition: It is the situation in which an employee leaves to work for another 
organization. 

• Internal Attrition: It is the situation in which an employee is promoted to another 
position within the organization.  

 The employee attrition rate is considered to measure how many workers leave an 
organization. To figure out the issue, this attrition rate can play an important role. The attrition 
rate represents the company's progress and retention efforts. 
 As per the employee attrition data [4], one-third of  new employees depart their 
organizations within six months of  starting. Furthermore, according to the Job Openings and 
Labor Turnover Survey (JOLTS) [5] 3 to 4.5 million employees in the United States quit their 
positions each month. 
 The employee attrition rate was 57.3% in 2021 as per the Bureau of  Labor Statistics 
[6]. The report also indicates that the attrition rate is around 19% in several industries. The 
Society for Human Resource Management (SHRM) estimates the cost per hire for new 
employees to be $4,129 [7]. A 90% retention rate and less than 10% attrition rate are favorable 
for the company. This ratio demonstrates that 90% of  employees choose to stay in their 
current organization for a specific period. A low rate of  attrition suggests that the company is 
doing a good job of  keeping its employees, which can lead to financial savings, stable 
operations, and a positive work environment. Since meeting these requirements helps the 
business succeed as a whole, achieving them is a common goal for human resource 
management. 
 Mainly 77% of  companies attribute turnover to employees seeking better chances in 
other industries or organizations, this is not the primary cause. The crises of  the last two years 
have also played an important impact, raising concerns about perceived dangers in specific 
sectors. As a supplementary factor, 31% of  the surveyed companies raised this worry. 
Furthermore, rising compensation expectations, fueled by recent inflation, and the need for 
additional flexibility are among the third most commonly cited causes of  employee turnover. 
 ML [8], a subfield of  Artificial Intelligence (AI), allows robots to learn from past data 
and forecast future outcomes. It is currently an essential component of  data science work. The 
primary goal of  ML approaches is to provide findings with more accuracy than human 
capabilities. These models facilitate decision-making by automating the learning process. 
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Refined data is fed into machines to train them so they can make judgments based on new 
information. ML models are primarily designed to find and learn from data patterns. 
 The use of  ML in modern technologies is continually expanding. These significant 
applications include a wide spectrum of  real-world domains. ML techniques are used to tackle 
common problems like image identification [9], audio recognition [10], social analysis [11], 
stock market trading [12], e-commerce [13], and agriculture [14]. Additionally, ML algorithms 
are used to forecast staff  attrition [15].  
 The higher turnover can overall impact productivity and innovation. The knowledge 
gaps and pressure on the staff  added due to the loss of  experienced staff. Furthermore, the 
reputation of  the organization can be disturbed due to the consistent turnover. With the use 
of  AI and ML for prediction and reducing attrition, organizations can protect their culture and 
keep a motivated workforce. This study aims to improve management strategies by utilizing 
explainable AI and delivering innovative performance insights in the analysis and prediction of  
employee turnover. The study's goal is to use advanced ML techniques to create models that 
not only properly forecast which employees are likely to depart, but also provide meaningful 
explanations for these predictions. This method will allow managers to better understand the 
underlying causes of  employee turnover and develop focused tactics to increase retention and 
overall organizational performance.  

• ML algorithms are being applied that not only predict employee attrition but also 
provide clear, interpretable insights into the basis for these projections. 

• The use of  innovative performance measures and analytics to provide a 
comprehensive view of  the variables driving employee turnover. 

• Actionable methods for managers based on AI model insights to reduce attrition and 
improve staff  retention. 

• Performing a thorough assessment of the proposed models against current 
benchmarks to verify their effectiveness and dependability in predicting staff attrition. 

• Interpret the results for balanced and imbalanced datasets.  
Literature Review: 
 An extensive employee attrition prediction literature is presented in this section. The 
most recent literature is selected and presented in this paper.  In recent years, different ML 
models introduced for the prediction of  employee attrition.  
 Attri, Tanya [16] introduces an optimal hybrid ML model that integrates an 
oversampling technique (SMOTE) and a feature selection method (SA) with classification 
algorithms like SVM and LR to identify employees who may leave the organization. The study 
aims to evaluate the effectiveness of  this approach in predicting employee attrition. After 
testing different models, it was found that the SA-SVM model performed similarly to the 
Bayesian model. While optimization revealed that SA-SVM was less accurate than other 
models, it had a good sensitivity score of  80.93%. In contrast, other models, despite having 
higher accuracy, showed a significant drop in sensitivity to 26.08%. The conclusion drawn is 
that technical feature selection methods provide more reliable results compared to those 
suggested by management domain experts. 
 Duptta et. al., [17] introduced a tool for the prediction of  the churn possibilities with a 
neural network. They achieved an accuracy of  87.01% in their study with the neural network 
as compared to other classifiers. Kakad et. al., [18] considered the XGBoost model in their 
study with 12 features to predict employee attrition. The major issues of  data duplication were 
also discussed in their study. They achieved an accuracy of  90% in their study with a machine-
learning-based XGBoost model.  The multiple cleaning processes method used in the study of  
Nurhindarto et. al., [19] for performance prediction. In their study, they considered feature 
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selection methods and removed duplicates. They achieved an accuracy of  82.6% with 
parameters and feature selection methods along the Random Forest model.  
 Fatma [20] performed a comparative analysis of several ML algorithms to determine 
which classification algorithm reduces staff attrition rates in a business the most effectively. 
They used every ML classification algorithm available, including SVM, random forest, Logit 
Boost, Multilayer Perceptron (MLP), J48, K-nearest neighbors, Linear Discriminant Analysis 
(LDA), Naive Bayes, Bagging, AdaBoost, and Logistic Regression, on an IBM dataset with 35 
features. With an accuracy of 87.14%, Logistic Regression is the most accurate of all of  these. 
Srivastava et. al., [21] explored the importance of  deep learning over traditional ML models in 
their study. For effective and reliable model training, they collected the dataset from the Fast-
Moving Consumer Goods (FMCG) industry. The dataset is based on salary, performance 
rating completed projects within a year, etc. Their experimental results indicate that deep 
neural networks outperformed gradient boosting and random forest with an accuracy of  
91.6%.  
 An SVM machine-learning model was suggested by Maharjan et al. [22] to predict 
employee attrition, and it achieved an accuracy of 0.93. The important issue of determining 
and forecasting the elements influencing retention in numerous businesses is tackled by 
Karthik Sekaran [23]. To do this, they used IBM employee data to illustrate Explainable AI 
(XAI) techniques like SHAP and LIME, which lower the risk of  churn rate and aid in 
decision-making when applying ML algorithms. Alsheref  et al. [24] introduce an automated 
algorithm designed to predict employee attrition using various predictive analytics techniques. 
These techniques were employed to identify the best model from different pipeline 
configurations. Additionally, an autotuning method was used to determine the optimal 
combination of  hyperparameters for developing the best-performing model. The authors 
propose an ensemble model to evaluate which model is the most effective based on different 
assessment metrics. The results of  the suggested model indicate that, so far, no single model 
can be considered perfect and optimal for every business scenario. 
 A model that tries to predict staff  attrition and emotional ratings in a company was 
developed by Joseph et al., [25]. The information required for analysis was gathered with the 
aid of  a retention questionnaire. This model forecasts and analyzes depression based on these 
data. Following pre-processing procedures, they used various classifiers, including Random 
Forests and Decision Trees. As a result, an accuracy of  86.0% is possible. In the study of  Raza 
et. al., [26] the employee attrition analysis and prediction problem are presented. In their study, 
the four ML models i.e., Extra Tree Classifier, Support Vector Machine (SVM), Logistic 
Regression (LR), and Decision Tree considered for prediction purposes. The explanatory data 
analysis considered in their study to explore the features that have major impacts on the 
attrition rate. Their results indicated that the Extra Tree Classifier outperformed other models 
with an accuracy of  93%. Table 1 presents the overall summary of  the literature review in 
terms of  employee attrition prediction.   

Table 1. Overall Literature Summary of  Employee Attrition Prediction 

Study Model Methodology Results 

Attri, Tanya [16] SVM and LR 
Feature Selection, SVM, 

and LR model considered. 
80.93% 

Duptta et. al., [17] Neural Network 
Neural Network-based 

model applied for churn 
possibilities prediction. 

87.01% 

Kakad et. al., [19] XGBoost 
12 Features considered 
with XGBoost for the 
prediction purposes. 

90% 

Fatma [20] Logistic Regression Different machine- 87.14% 



                                 International Journal of Innovations in Science & Technology 

Aug 2024|Vol 6 | Issue 3                                                                     Page |1215 

learning models were 
applied in this study. The 

considered dataset is 
based on 35 features. 

Srivastava et. al., [21] Neural Networks 
deep neural networks, 
gradient boosting and 
random forest applied. 

91.6% 

Maharjan et al. [22] SVM 
ML model applied to 

predict employee attrition. 
93% 

Alsheref  et al. [24] - 

an automated algorithm 
designed to predict 

employee attrition using 
various predictive analytics 

techniques 

- 

Joseph et al., [25] - Retention Questionnaire 86.0% 

Raza et. al., [26] 
Extra Tree 
Classifier 

Different ML models are 
applied for attrition 

prediction. 
93% 

Kumar et al., [27] Logistic Regression 
Different ML models are 

applied for attrition 
prediction. 

87.71% 

Gazi et al., [28] Random Forest 
Different ML models are 

applied for attrition 
prediction. 

86.05% 

Methodology: 
We concentrated on essential components of  the proposed study, such as dataset 

specifics, feature analysis, and an overview of  ML models with employed methodology. These 
components are essential to understand the techniques and framework underlying our 
research. The current study focuses on attrition analysis and prediction utilizing ML methods. 
The overall abstract methodology can be seen in Figure 1.  

 
Figure 1. Proposed Study Flow Diagram  
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Dataset: 
We considered the "IBM HR Analytics Employee Attrition & Performance" dataset, 

which was obtained from Kaggle [29]. This dataset is particularly useful for analyzing 
employee dynamics in corporate environments since it provides a full understanding of  the 
numerous aspects that contribute to attrition and performance. The dataset consists of  35 
columns of  which 34 are features/independent variables and the ‘Attrition’ attribute is the 
dependent variable.   
Feature/Independent Variable Selection: 

The dataset under consideration contains 34 explanatory/independent variables 
(features) and one response/dependent variable. Feature selection is the process of  selecting a 
valuable subset of  features to create a successful prediction model. It increases the model's 
performance in terms of  evaluation scores and is necessary for feature reduction. Still, it 
increases the model's performance in terms of  assessment scores while reducing 
computational model time and cost. Statistical models are being used because of  their 
effectiveness and speed in identifying attributes that have strong correlations with the 
response/target variable. It is difficult to decide which traits are reasonable in relation. We can 
tackle this problem using built-in tools such as Rapid Minor [30] [31].  

The default feature selection approach utilized by RapidMiner is determined by the 
platform's unique process or operator. However, a typical default way is a combination of  
filter and embedding methods. Many RapidMiner processes, particularly those that use 
machine learning techniques such as decision trees or ensemble approaches, have built-in 
feature selection mechanisms by default. 
ML Models: 

ML trains computers using data rather than explicit programming. Instead of  adhering 
to predefined rules, ML algorithms learn from data by recognizing patterns and similarities. 
These algorithms rely on these patterns to generate predictions or judgments based on the 
incoming data. Just like people, computers get more adept at learning as they are exposed to 
more data. Therefore, data play a key role in ML. The availability of  data has been substantially 
facilitated by the internet, allowing for rapid finding and access to huge amounts of  data. ML 
algorithms are typically divided into supervised and unsupervised learning depending on their 
learning techniques. Supervised learning involves learning from labeled data, where the 
algorithm is trained on input-output pairs. In the context of  this work, various ML algorithms 
have been employed, including the K-NN, LR, SVM, RF, DT NB, and many more algorithms. 
These algorithms have been selected based on their suitability for the specific task at hand and 
their effectiveness in handling the available data. 
K-Nearest Neighbors Model: 
 The K-Nearest Neighbors (KNN) classifier was developed in 1951 [32]. It 
classifies data points in a multidimensional feature space using a distance measure to 
determine proximity, then chooses the majority class from their k-nearest neighbors. Because 
they are critical factors influencing the algorithm's performance, the distance measure choice 
and k value are important. KNN lacks an easy-to-understand mathematical formula, in 
contrast to certain machine learning techniques that include explicit formulae. Rather, it 
functions based on the idea of  determining which training set data points are the most 
comparable to guide classification choices.  
Logistic Regression Model 

David Cox created the groundbreaking ML technique known as logistic regression in 
1958 [33]. It has become one of  the most widely used approaches in the area throughout time. 
Because it makes use of  probabilities to both describe and predict outcomes, this method is 
particularly well-suited to tasks that include categorical classification.  
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Support Vector Machine Model 
Typically employed for classification problems, an SVM is an advanced supervised 

learning method [34]. It achieves clear segregation between different classes by projecting 
input data that has been expressed as vectors onto a higher-dimensional space. SVMs are a 
potent method that works with a range of  kernel functions, such as polynomial, radial, linear, 
and Gaussian kernels. This flexibility makes it possible to handle a variety of  datasets 
effectively. The performance of  the classification task is dependent on the choice of  kernel 
function. 
Random Forest Model  

The ensemble technique family includes the random forest classifier [35]. Instead of  
relying just on one decision tree, it leverages the collective power of  multiple decision trees 
that serve as base learners. These distinct trees are trained separately, and by averaging the 
dataset's outcomes, their total predicted accuracy is increased. 
Decision Tree Model 

Decision trees form the theoretical basis of  reinforcement functions. Using modes or 
means as forecasts for data inside these regions, decision trees use a recursive procedure to 
divide the feature space into rectangular regions. Because it shows the feature space's division 
criteria as a tree structure, this method is frequently referred to as the decision tree method. 
Regression tasks involve grouping data with comparable response values and assigning a fixed 
value (usually the mean) to each resulting region.  
Evaluation Matrices: 

The fundamental evaluation measures to measure the effectiveness of  ML models 
considered for this study: 
Accuracy: The model's prediction accuracy is measured by dividing the number of  correctly 
classified samples by the total number of  samples. However, only accuracy for 
experiments may be insufficient for evaluation, especially when dealing with imbalanced 
datasets or scenarios in which different types of  errors have varying consequences. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (𝑇𝑃 + 𝑇𝑁)/((𝑇𝑃 + 𝐹𝑃 +  𝐹𝑁 + 𝑇𝑁)    (1) 
Precision: Precision refers to a model's ability to correctly select positive samples from a set 
of  true positives. This metric estimates the ratio of  true positives to the sum of  true positives 
and false positives, see Equation (2).  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
(𝑇𝑃)

(𝑇𝑃+𝐹𝑃)
        (2) 

Recall: Recall, also known as sensitivity or true positive rate, measures the model's ability to 
properly identify positive samples among all genuine positives. It calculates the proportion of  
genuine positives to the sum of  true positives and false negatives. Recall primarily evaluates the 
comprehensiveness of  positive predictions. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
(𝑇𝑃)

(𝑇𝑃+𝐹𝑁)
      (3) 

F1: The harmonic means of  precision and recall. It gives a single statistic that balances 
precision and recall, making it useful in situations where the class distribution is unequal or 
where both types of  errors are equally important.  

𝐹1 =  
2× 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛× 𝑅𝑒𝑐𝑎𝑙𝑙

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙 )
      (4) 

Results & Discussion:  
This section indicates the findings from our experimental examination of  several 

techniques combined with machine learning models for attrition prediction. To improve our 
analysis, we conducted several experiments both with and without data balancing. 
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Results on Unbalanced Dataset: 
The dataset consists of  1490 samples, from which 237 samples belong to the “No” 

class whereas 1253 samples belong to the “Yes” class, as can be seen in Figure 2. This situation 
of  unbalancing can be the cause of  model overfitting to the majority class.  

 
Figure 2: Dataset Class Distribution 

We applied different five different machine learning models for this unbalanced dataset 
and evaluated the models using different evaluation matrices. We developed a thorough 
statistical analysis to ensure that the classes were appropriate for model training and evaluation. 
This analysis includes looking at the distribution of  classes in the dataset to make sure that 
each one is sufficiently represented. We also evaluated the class balance and bias to ensure that 
the model was not skewed towards any specific class during training. In addition, we used 
statistical tests to evaluate the properties of  each class and discover any significant 
discrepancies that could affect the model's performance.  The classification reports of  these 
five models can be seen in Table 2 to Table 6. The models evaluated for 294 samples i.e., test 
samples.  

Table 2. Performance Scores of  Logistic Regression Model for Attrition Prediction 
(Unbalanced Dataset) 

 Precision Recall F1 Support 

No 0.89 0.98 0.93 255 

Yes 0.54 0.18 0.27 39 

Accuracy   0.87 294 

Weighted avg 0.84 0.87 0.84 294 

Table 3. Performance Scores of  KNN Model for Attrition Prediction (Unbalanced Dataset) 

 Precision Recall F1 Support 

No 0.88 0.96 0.92 255 

Yes 0.36 0.13 0.19 39 

Accuracy   0.85 294 

Weighted avg 0.81 0.85 0.82 294 

Table 4. Performance Scores of  SVM Model for Attrition Prediction (Unbalanced Dataset) 

 Precision Recall F1 Support 

No 0.87 1.00 0.93 255 

Yes 0.00 0.00 0.00 39 

Accuracy   0.87 294 

Weighted avg 0.75 0.87 0.81 294 

Table 5. Performance Scores of  Decision Tree Model for Attrition Prediction (Unbalanced 
Dataset) 

 Precision Recall F1 Support 

No 0.87 0.84 0.85 255 

Yes 0.15 0.18 0.16 39 

Accuracy   0.75 294 

Weighted avg 0.77 0.75 0.76 294 

1253
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0 200 400 600 800 1000 1200 1400
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Table 6. Performance Scores of  Random Forest Model for Attrition Prediction (Unbalanced 
Dataset) 

 Precision Recall F1 Support 

No 0.88 0.99 0.93 255 

Yes 0.50 0.08 0.13 39 

Accuracy   0.87 294 

Weighted avg 0.83 0.87 0.82 294 

Table 2 to Table 6 concludes that Random Forest, SVM, and Logistic Regression 
models achieved an accuracy of  0.87 (87%) for the attrition prediction. The confusion matrix 
for this unbalanced dataset is also presented in this study, see Figure 3. 

 
Logistic Regression 

 
KNN 

 
SVM 

 
  Decision Tree 

 
Random Forest 

Figure 3. Confusion Matrix of  Machine Learning Models for Unbalanced Dataset of  
Attrition Prediction 
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The Receiver Operating Characteristic (ROC) [36] curve is an important tool for 
assessing the performance of  classification models, especially in binary classification problems. 
The ROC curve is a visual classifier's representation, contrasting the True Positive Rate versus 
the False Positive Rate for different threshold values, see Figure 4. 

  

  

 

Figure 4. ROC-AUC Curve of  Machine Learning Models for Unbalanced Dataset of  
Attrition Prediction 

The importance of  machine learning and deep learning models can’t be neglected in 
this era [36] [37] [38] [39] [40] [41] [42], but unbalanced datasets provide substantial difficulty 
in machine learning, particularly for classification tasks. When one class is considerably 
underrepresented in comparison to others, biased models might produce negative results for 
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the minority class. We considered the SMOTE (Synthetic Minority Over-sampling Technique) 
technique [43], which creates synthetic cases by interpolating existing minority class instances, 
see Figure 5.  

 
Figure 5. Dataset Class Distribution after SMOTE 

Table 7. Performance Scores of  Logistic Regression Model for Attrition Prediction (Balanced 
Dataset) 

 Precision Recall F1 Support 

No 0.67 0.67 0.67 250 

Yes 0.66 0.67 0.67 244 

Accuracy   0.67 494 

Weighted avg 0.67 0.67 0.67 494 

Table 8. Performance Scores of  KNN Model for Attrition Prediction (Balanced Dataset) 

 Precision Recall F1 Support 

No 0.85 0.54 0.66 250 

Yes 0.66 0.91 0.76 244 

Accuracy   0.72 494 

Weighted avg 0.76 0.72 0.71 494 

Table 9. Performance Scores of  SVM Model for Attrition Prediction (Balanced Dataset) 

 Precision Recall F1 Support 

No 0.62 0.52 0.57 250 

Yes 0.58 0.68 0.62 244 

Accuracy   0.60 494 

Weighted avg 0. 60 0. 60 0.59 494 

Table 10. Performance Scores of  Decision Tree Model for Attrition Prediction (Balanced 
Dataset) 

 Precision Recall F1 Support 

No 0.98 0.84 0.90 250 

Yes 0.85 0.98 0.91 244 

Accuracy   0.91 494 

Weighted avg 0. 92 0. 91 0. 91 494 

Table 11. Performance Scores of  Random Forest Model for Attrition Prediction (Balanced 
Dataset) 

 Precision Recall F1 Support 

No 0.97 0.95 0.96 250 

1253

1253

No

Yes

0 200 400 600 800 1000 1200 1400

Per Class Samples

No Yes
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Yes 0.95 0.97 0.96 244 

Accuracy   0. 96 494 

Weighted avg 0. 96 0. 96 0. 96 494 

Table 7 - Table 11 concludes that Random Forest outperformed and achieved an 
accuracy, weighted (precision, recall, and F1) of  0.97 (97%) for the attrition prediction. The 
confusion matrix for this balanced dataset is also presented in this study, see Figure 6. 

 
Logistic Regression 

 
KNN 

 
SVM 

 
Decision Tree

 
Random Forest 

Figure 6. Confusion Matrix of  Machine Learning Models for Balanced Dataset of  Attrition 
Prediction 
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The ROC curves of  machine learning models can be seen in Figure 7 for this balanced dataset.  

  

 
 

 

 

Figure 7. ROC-AUC Curve of  Machine Learning Models for Balanced Dataset of  Attrition 
Prediction 

The extensive experiments of  this study show that random forest performance is effective as 
compared to the other models with the SMOTE technique. The model is well generalized after 
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this data balancing technique and performs well for each class. The overall results of  the 
experiments can be seen in Table 12. 

Table 12. Overall Performance Scores for Attrition Prediction 

Models Dataset 
Nature 

Accuracy  Precision 
(Weighted)  

Recall  
(Weighted) 

F1 
(Weighted) 

Support 
 

LR Unbalanced 0.87 0.84 0.87 0.84 294 

KNN Unbalanced 0.85 0.81 0.85 0.82 294 

SVM Unbalanced 0.87 0.75 0.87 0.81 294 

Decision 
Tree 

Unbalanced 0.75 0.77 0.75 0.76 294 

Random 
Forest 

Unbalanced 0.87 0.83 0.87 0.82 294 

LR Balanced 0.67 0.67 0.67 0.67 494 

KNN Balanced 0.72 0.76 0.72 0.71 494 

SVM Balanced 0.60 0. 60 0. 60 0.59 494 

Decision 
Tree 

Balanced 0.91 0. 92 0. 91 0. 91 494 

Random 
Forest 

Balanced 0.96 0. 96 0. 96 0. 96 494 

The results of  the study suggest that AI-driven predictions, particularly using Random 
Forest combined with SMOTE, can pointedly improve the accuracy of  turnover predictions, 
allowing organizations to implement more effective and targeted retention strategies. This 
practical data-driven approach is vital for reducing employee attrition and maintaining 
workforce stability in today's competitive job market. 
Conclusion: 

In conclusion, this study emphasizes the revolutionary power of  artificial intelligence 
and machine learning in tackling the essential issue of  employee attrition in today's competitive 
job market. Organizations may reliably forecast employee turnover by using machine learning 
models to assess historical data, employee behavior, and external factors, and then develop 
proactive, individualized retention measures. The study shows that using strategies like 
SMOTE to handle imbalanced datasets improves machine learning models' performance 
dramatically. Among the models tested, the Random Forest model, when combined with 
SMOTE, performed best, with an amazing performance score of  0.96. This research 
illustrates the effectiveness of  advanced machine learning approaches in providing firms with 
actionable information to reduce employee attrition and promote a more stable and dedicated 
staff. To increase the impact and effectiveness of  these models, future research should focus 
on refining them further and investigating their applicability across varied organizational 
contexts. 
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