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redit card fraud detection is currently the most popular implementation domain of 
Computational Intelligence techniques. A common issue in the present world is being 
faced by many organizations and institutions. This is due to the increase in the frequency 

of transactions, which are now conducted electronically and a higher increase in the number of 
electronic commerce platforms. In the present world, we are experiencing many credit card 
issues. In this paper, we apply various algorithms of machine learning as random forest, logistic 
regression and k-Nearest Neighbors (KNN) to train the specified machine learning model using 
a given dataset to design the comparative conducted on the accuracy and various measures of 
the models as it is being implemented via each of such algorithms. To address this, we evaluate 
the possibility of under-sampling and SMOTE as approaches that can enhance multiple 
machine-learning models. An accuracy of 99.99% in the dataset was achieved using the SMOTE 
technique with the Random Forest model. This research concludes that SMOTE improves the 
performance of the machine learning model for fraud identification and presents a more efficient 
approach to address the problem of class imbalance. 
Keywords: Credit Card Fraud Detection, Machine Learning, SMOTE, Under Sampling, 
Random Forest, Class Imbalance, Ensemble Methods. 
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Introduction: 
The widespread adoption of digital transactions has revolutionized the movement of 

money, enhancing its efficiency, convenience and accessibility. However, this advancement has 
also resulted in a concerning rise in credit card fraud, affecting both lenders and consumers alike. 
In addition to eroding consumer confidence and imposing extra costs on financial institutions, 
credit card fraud can result in significant financial losses. Conventional fraud detection techniques, 
including manual inspections and rule-based systems, find it challenging to manage the intricacy 
and magnitude of fraudulent operations in the contemporary digital landscape. Credit card 
identity theft is one of the most significant challenges faced by financial companies today. With the 
rise of e-commerce and banking services offered online along with other electronic payment 
systems, the frequency and complexity of fraud have also changed. Besides, the direct financial 
losses caused by credit card thefts, significantly erode customer trust, increase operational costs 
and pose a serious risk to the reputation of financial institutions. 

The dynamic nature of credit card fraud detection is a much more challenging task. 
Inherently unpredictable, fraudsters continuously adapt their tactics to exploit vulnerabilities in 
payment systems. Rule-based systems are not effective in adapting to change, as they rely on 
established patterns that can quickly become outdated. Consequently, there is a greater necessity 
for more effective and diverse technology to precisely identify fraudulent transactions in real-time. 
Moreover, every unauthorized transaction that goes undiscovered can damage an institution's 
reputation by raising doubts in the minds of clients about its ability to protect their money, in addition 
to causing financial loss. 

To address this issue, we implemented a methodology that overcame the class-
imbalanced issue. In the credit card fraud detection dataset, the class imbalance problem is 
resolved using a sampling technique. We applied undersampling of the initial larger class 
(Normal transactions) and oversampling of the minority class (fraudulent transactions) to adjust 
the dataset’s distribution. Although these techniques help balance the data, each has its 
drawbacks: undersampling risks losing valuable information from legitimate transactions, while 
oversampling may lead to overfitting. Instead of duplicating the minority classes we used the 
SMOTE technique which generates the synthetic samples and overcomes the issue of 
overfitting. In our results, an artificially created dataset using SMOTE has 99.82% accuracy, with 
merely 0.17% classified as fraudulent. 
The Hierarchy/Flow of Research: 

This study investigates a combination strategy of employing SMOTE to oversample the 
minority class and under-sampling the majority class. The process includes: 

• Gathering and preparing data. 

• Using Class Balancing techniques (under-sampling and oversampling). 

• Random Forest Decision Tree, K-Nearest Neighbors and Naïve Bayes are used for 
training the models. 

• Performance metrics (accuracy, precision, recall and F1-score) are used for evaluating 
and comparing the models. 

Novelty of Study: 
This study's originality is attributed to numerous critical elements. This study tackles 

class imbalance in credit card fraud detection with a novel integration of under-sampling and 
SMOTE resampling techniques, in conjunction with ensemble models like Random Forest, 
Decision Tree, K-Nearest Neighbors, Support Vector Machine and Naïve Bayes. The paper 
does a comprehensive comparative analysis of SMOTE and under-sampling to assess their 
respective and collective impacts on model performance. It further improves model efficacy on 
unbalanced datasets via cost-sensitive learning, which penalizes fraudulent transactions (false 
negatives) and incorporates this methodology into the model training process. Ultimately, the 
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emphasis is on creating models proficient in the real-time identification of fraudulent 
transactions, responding to the urgent demand for rapid detection in fluctuating contexts. 
Literature Review: 

Class imbalance presents considerable difficulties in credit card fraud detection, leading to 
the formulation and examination of various machine-learning approaches. Despite the efficacy of 
classic classifiers like Logistic Regression and Logistic Regression, they frequently fail to achieve 
optimal outcomes owing to the imbalanced distribution of fraud detection datasets. Recently 
advancements in machine learning, particularly in the ensemble method like the Random Forest, 
have indicated that the efficiency of the fraud detection system can be improved. These models are 
advantageous as they combine the best features of several algorithms, which improves the general 
forecast level. Nevertheless, these models frequently exhibit a bias towards the predominant 
class, rendering the issue of class imbalance an unresolved challenge. 

The research proposed a deep learning method that uses sequential transaction data to find 
temporal patterns in the transaction sequences, which in turn significantly improves the detection 
rate. Their research successfully highlighted the need to address class imbalance to avoid bias in 
models [1]. Researchers examined ensemble learning techniques and found that these methods 
enhance accuracy and model generalization for fraud detection when combined with SMOTE [2]. 
Regarding the class imbalance issue, a researcher suggested an adaptive cost-sensitive learning 
method in which the cost of misclassifying the minority class varies with time. Based on the analysis 
presented in this paper, it was demonstrated that it is possible to enhance the identification of 
fraudulent transactions without substantial degradation of the model’s performance on the majority 
class transactions [3]. A researcher in their comparative study of class balancing methods identified 
that the highest level of accuracy, recall and precision was achieved from the methods that combine 
both algorithmic balancing and oversampling [4]. 

The literature has also focused on under-sampling techniques. Patel and Singh proposed 
a cluster-based under-sampling method that removes instances of the majority class based on 
their proximity to the minority class. This method assists in equalizing the data and preserving 
valuable information that aids the model in achieving high accuracy [5]. A researcher proposed the 
use of under-sampling and dynamic data reduction techniques to preserve the diversity of valid 
transactions while balancing the dataset [6]. Numerous academics have focused on improving the 
stability of machine learning models by methods beyond these approaches. To eliminate noisy and 
borderline samples from the dataset, a researcher introduced SMOTE-ENN, which combines 
SMOTE with Edited Nearest Neighbors. As demonstrated, applying this strategy will decrease 
overfitting and increase the model’s ability to generalize, especially in fraud detection cases [7]. A 
latest research showed that it is viable to oversample artificial fraudulent transactions using GANs 
and increase the detection rates through generative adversarial networks [8]. 

A recent study indicates that the integration of under-sampling and oversampling techniques 
has emerged as a significant research domain. Researcher in their research examined a hybrid 
methodology that employed SMOTE to augment the minority class following an enhanced under-
sampling technique that eliminated duplicate legitimate transactions. They asserted that the 
integrated approach was superior to the individual methods due to its enhanced accuracy, improved 
recall and reduced bias compared to the other two models [9]. 

Researchers presented an ensemble model where different under-sampling and 
oversampling methods are integrated into one model. By implementing the strengths of both 
methods, their approach was able to develop a strong fraud detection system that is capable of 
handling various types of transaction data [10]. The study focuses on the potential of concurrently 
employing many methodologies and addresses the problem of class imbalance in fraud 
detection. Therefore, in this study, a mixed approach of under-sampling and SMOTE has been 
suggested with different machine learning algorithms for the better identification of the target class. 
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Machine Learning Models: 
Decision Tree: 

Decision Trees categorize transactions by employing data attributes as the foundation 
for decision-making procedures. Decision Trees divide data according to feature values at each 
node, beginning at the root node as shown in Figure 1 [11]. Every leaf denotes a categorization 
(fraud or legal) and every internal node reflects a feature-based conclusion [12]. To lessen class 
uncertainty, the Decision Tree algorithm chooses splits depending on measures such as entropy 
or Gini impurity. To avoid overfitting, trees continue to grow until a halting condition (such as 
the maximum depth) is reached. To classify a new transaction, follow the path from the root to 
a leaf to prevent overfitting, decision trees may require adjustments, such as pruning, to 
effectively capture complex patterns in the data [13][14]. 

 
Figure 1. Decision Tree Classifier [15] 

Naïve Bayes: 
The Naive Bayes classifier employs stringent independence requirements among 

features to implement Bayes' theorem as shown in Figure 2 [16]. 

 
Figure 2. Understanding of Naive Bayes Classifier [16] 

Naïve bayes algorithm uses the following formula to determine the likelihood that a 
transaction, given its characteristics, falls into a specific class (fraudulent or legitimate): 

P(C ∣ X) =
P(X ∣ C) ⋅ P(C)

P(X)
 

Assumes that each feature contributes to the classification independently, which makes 
computations easier but it may not accurately reflect real-world situations. For every transaction, 
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the class with the highest posterior probability is assigned. Naive Bayes is effective with large 
datasets and proficient in managing high-dimensional data, although its performance may 
deteriorate if the independence condition is significantly violated [17]. 
Logistic Regression: 

Logistic regression is a popular statistical technique used for binary classification 
problems, such as credit card fraud detection. Unlike linear regression, which produces 
continuous outcomes, logistic regression utilizes the logistic function, or sigmoid function, to 
estimate the probability of a binary event. This logistic function can transform any real number 
into a value between zero and one as shown in Figure 3 [18]. 

 
Figure 3. Logistic Regression [18] 

The Logistic model is the same as putting linear regression as input to a sigmoid function 
as given below. 

(z) =  
1

1+e−z
 

𝐏( 𝐘 = 𝟏 ∣ 𝐗 ) =
1

1 + e−(β0+β1X1+β2X2+⋯+βnXn)
 

Where X1, X2 , Xn are the variables used as predictors and β0, β1,…,βn are the 
coefficients derived from the data and P(Y=1/X) is the possibility that the dependent variable 
Y is 1 (for example, a fraudulent transaction). 
K-Nearest Neighbors (KNN): 

Transactions are categorized by KNN according to the feature space's majority class of 
their closest neighbors. KNN is easy to use and efficient for small datasets; however, for large 
datasets, it can be computationally costly and dependent on the feature scaling[19][20]. 

 
Figure 4. Random forest Classifier [21] 



                                 International Journal of Innovations in Science & Technology 

Oct 2024|Vol 06 | Issue 04                                                                  Page |1573 

Random Forest: 
Several Decision Trees are combined in a Random Forest, an ensemble learning 

technique, to increase accuracy and decrease overfitting. Several Decision Trees are built using 
an ensemble of trees, each of which is trained using a distinct bootstrap sample of the data. 

Figure 4. Illustrates a Random Forest Classifier that consists of several Decision Trees 
[21]. Each tree makes its prediction by using a random subset of the training data. After 
aggregating the votes from all trees, the final classification is determined. 
Methodology: 

 
Figure 5. Proposed Methodology 

Figure 5 depicted the entire fraud detection process, starting from input data without 
labels, which contained 284,809 transactions and 31 features. This data was utilized in 
preprocessing, where features were normalized and encodings applied. The data was split into 
80% for training and 20% for testing. Two data balancing techniques were applied to the training 
data: under-sampling, which reduced the samples of the majority class (non-fraudulent 
transactions), and SMOTE (Synthetic Minority Over-sampling Technique), where new instances 
were synthesized for the minority class (fraudulent transactions). For each balanced dataset, a 
Grid Search with Cross-Validation (CV) was conducted to tune the hyperparameters for five 
different models: Logistic Regression, Naive Bayes, k-Nearest Neighbors (KNN), Decision 
Tree, and Random Forest. The optimal hyperparameters were identified for each model, and 
the best-performing model was then used for classifying fraud in the test data. 
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Dataset: The first feature was Time and the second was amount which was analysed. The 
dataset was imbalanced, with each transaction classified as either legitimate or fraudulent. Its 
realistic attributes and significant class imbalance made it extensively utilized in credit card fraud 
detection studies, making it ideal for testing machine learning algorithms designed for fraud 
detection. 
Data Challenges: 
The dataset exhibited a class imbalance, containing 284,315 samples from class 0 (Legitimate) 
and 492 samples from class 1 (Fraudulent), as illustrated in Figure 6. This implied that many 
crimes could remain undetected, as models might achieve high accuracy with the minority class 
while demonstrating poor overall accuracy. This reality emphasized the need for more effective 
fraud detection tools to reduce this gap. 

Consumers, geographic regions, and time of day all contributed to unpredictable 
transaction patterns, further complicating matters. These discrepancies hindered models from 
generalizing their findings from training data to unseen transactions, and the dataset contained 
a limited number of fraudulent transactions. 

Furthermore, the size of the dataset and the complexity of its features could lead to 
overfitting, meaning the model might show high error rates when tested on data outside the 
training set. This was particularly problematic in fraud detection, where the objective was to 
correctly classify fraud in real-time, often in a live environment. Figure 7 displayed the line plot 
of transaction values over time, revealing a sharp spike before the 47-hour mark, indicating that 
a transaction in that period exceeded 25,000 units. 

 
Figure 6. Distribution of Transaction 

 
Figure 7. Transaction Amount over Time 
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Data Preprocessing: The dataset consisted of features V1 to V28, which had small range 
values, whereas the Time and Amount features had significantly larger ranges. To address this 
disparity, standardization was applied to ensure that all features were on the same measurement 
scale. The dataset was divided into training and test sets, with 80% allocated for training and 
20% for testing. The objective was to facilitate the assessment of unknown data and ensure that 
the models had sufficient data for training. 
Exploratory Data Analysis (EDA): 

The feature vectors V1 to V28 were PCA-transformed features, which distorted 
traditional feature correlation. However, the correlation of these features with the fraud class 
(Class 1) was explored. The high heat map values indicated correlation coefficients, with data 
ranging between -1 and +1. The Time feature, shown in Figure 8, exhibited a very high 
correlation coefficient, close to 1, suggesting that the time factor played an important role in 
fraud detection. V3 displayed a highly negative correlation, while V2, V17, V18, and V19 showed 
moderately positive correlations with Class 1 (fraud). The correlation coefficient between 
transaction amount and being flagged as fraudulent was 0.15, indicating a weak positive 
relationship. This implied that higher transaction amounts slightly biased the data towards 
fraudulent transactions, though not strongly enough to warrant automatic conclusions or 
predictions based on this factor alone. 

 
Figure 8. Correlation Matrix for Fraudulent Transactions 

Under Sampling and Over Sampling Techniques: 
Under-sampling, which involved reducing the total number of instances of the majority 

class to equal that of the minority class, was a viable solution to the problem of class imbalance, 
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as illustrated in Figure 8. While this helped maintain data balance, it could lead to the loss of 
important details since legitimate transactions tended to be more varied and frequent than 
fraudulent ones. This reduction could result in underfitting, where the model failed to adequately 
capture the remaining data characteristics after the dataset was reduced. 

In contrast, over-sampling increased the minority class’s percentage to match that of the 
majority class, as shown in Figure 9. One popular over-sampling method was the Synthetic 
Minority Oversampling Technique (SMOTE), which generated synthetic instances by 
combining existing examples of the minority class. SMOTE reduced the risk of overfitting by 
avoiding the mere duplication of minority class samples, thus diversifying the dataset. However, 
poorly managed over-sampling could lead to overfitting if the synthetic data closely resembled 
the actual data, thereby limiting the model's ability to generalize to unseen data. 

 
Figure 9. Under Sampling 

 
Figure 10. Over Sampling 

Figure 9 depicts under-sampling where the majority class (yellow) is the threshold to the 
size of the minority class (blue). This process is useful to make the dataset balanced while it is 
quite disadvantageous in the sense that some necessary data will be left out. 

Figure 10. illustrates oversampling in which the minority class (blue) is ‘‘grown’’ through 
duplications or construction of new samples to be similar to the majority class (yellow). This 
results in overfitting where the model becomes too much inclined to some instances which are 
repetitions of another instance. 
Model Evaluation Metrics: 

The models were evaluated based on the following performance metrics: 
Precision: 

Precision is the ratio of correctly predicted positives or frauds divided by the total 
number of positives or frauds that were predicted. 

Precision = "True Positives (TP)" /"True Positives (TP) + False Positives (FP)" 
High precision also means that the number of instances where the model sends alerts 

on genuine transactions being fraud is small. While it is good to avoid wrong alarms (most of 
which can be irritating to customers and disruptive in banking systems by erroneously flagging 
the transactions as frauds) relying solely on precision can lead to overlooking actual frauds (high 
false negatives). This is why there is always a need to restore precision in preparation for recalling 
the data from the storage area. 
Recall: 

Recall (which also goes by sensitivity or True Positive Rate) is presented as all the 
accurate positive observations to all the overall real positive (+ve Milchgemeinheiten) cases in 
question here being fraudulent transactions. 

Recall = "True Positives (TP)" /"True Positives (TP) + False Positives (FP) 
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F1-Score: 
The F1-score is the calculation of the harmonic mean of both precision and recall and 

offers one single value of each. It is most useful when you want equal weight for Precision and 
Recall, which is quite often the need in fraud detection. 

F1 = 2 × Precision × Recall Precision + Recall⁄  
In fraud detection, the high level of precision is difficult to attain together with the high 

level of recall given the nature of the data set as imbalanced. The computation of the F1-score 
makes it easier to come up with a single value that is useful since it is the harmonic mean of both 
precision and recall. Recall that the F1-score which ranges between 0 and 1 is used to measure 
the ability of a model to accurately select the positives, the more the F1-score the better and this 
is because the curve shows that at a low false alarm rate, the model can pick fraudulent 
transactions efficiently. 
Results and Discussion: 
Experiment Setup: 

Python and machine learning libraries, such as Scikit-learn and Imbalanced-learn were 
used to conduct the tests. On the unbalanced datasets, under-sampled and SMOTE-
oversampled, the effectiveness of each model was assessed. The effects of each resampling 
method on the models' capacity to identify fraudulent transactions were ascertained by analyzing 
the data. 
Model Training with Under Sampling: 

Table 1. Grid Search Parameters 

Models Grid Search Parameter 
(Under Sampling) 

Grid Search Parameter 
(Over Sampling) 

Logistic Regression C: [0.001, 0.01, 0.1, 1, 10, 100] C: [0.001, 0.01, 0.1, 1, 10, 100] 
K-Nearest Neighbors n_neighbors: [3, 5, 7, 9, 11, 13] n_neighbors: [3, 5, 7, 9, 11, 13] 
Decision Tree max_depth: [3, 5, 7, 9, None] max_depth: [3, 5, 7, 9, None] 
Random Forest n_estimators: [50, 100, 200], 

max_depth: [3, 5, 7, None] 
n_estimators: [50, 100, 200], 
max_depth: [3, 5, 7, None] 

Table 1. shows the Grid Search Parameters for Under sampling and Oversampling 
across Various Models. 

Table 2. Grid Search Best Parameters for Models 

Models Grid Search Best Parameter 
(Under Sampling) 

Grid Search Best Parameter 
(Over Sampling) 

Logistic-Regression {'C': 0.1} {'C': 0.1} 
K-NN {'n_neighbors': 7} {'n_neighbors': 3} 
Decision-T {'max_depth': 3} {'max_depth': None} 
Random-F {'max_depth': None, 

'n_estimators': 200} 
{'n_estimators': 200, 
'max_depth': None} 

Table 2. Shows the Grid Search best parameters for undersampling and oversampling 
across various models. As shown in Table 3 through Table 7 below, under-sampling techniques 
are used in training different models with the best parameters obtained from the grid-search 
technique. 
Logistic Regression: 

The logistic regression model provided a specificity of about 90.86% in the detection of 
fraud, with both the precision and the recall also at 90.82%. Nevertheless, this method cannot 
be deemed the most efficient one for use in real-time fraud detection applications. 
K-Nearest Neighbors: 

K-Nearest Neighbors only have 67.01% accuracy. This model may not be efficient in its 
real-world application due to dependence on feature scaling and the high computation required 
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to calculate distances with a new data point. 
Table 3. Logistic Regression Performance and Best Parameters 

Best Parameters {'C': 0.1} 

Training time 0.04204511642456055 seconds 
Accuracy 0.9086294416243654 
Cross-validated Accuracy 0.9389825042328468 
Precision 0.9081632653061225 
Recall 0.9081632653061225 
F1-Score 0.9081632653061225 
AUC-ROC 0.9706246134817563 

Table 4. K-Nearest Neighbors Performance and Best Parameters 

Best Parameters {'n_neighbors': 7} 

Training time 0.0009996891021728516 seconds 
Accuracy 0.6700507614213198 
Cross-validated Accuracy 0.6684108683383052 
Precision 0.6666666666666666 
Recall 0.673469387755102 
F1-Score 0.6700507614213197 
AUC-ROC 0.7162440733869304 

Naïve Bayes: 
When using Naïve Bayes model, the accuracy is 87.31%. The recall was at a slightly lower 

75.76% indicating that it failed to register some of the actual positives. Though this model 
achieved good precision, the high false negative rate hampers the use of this model for practical 
use. 

Table 5. Naïve Bayes Performance and Best Parameters 

Training time 0.002010822296142578 seconds 
Accuracy 0.8730964467005076 
Cross-validated Accuracy 0.8665484157058776 
Precision 0.9868421052631579 
Recall 0.7575757575757576 
F1-Score 0.8571428571428571 
AUC-ROC 0.9711399711399712 

Decision Tree: 
The Decision Tree model has also learned and generated outstanding performance with 

97.65% precision on the identification of fraudulent transactions. However, the recall of 84.69% 
means that not all the fraud cases are detected because sometimes it misdiagnosed, in other 
words, some kind of fraud could be overlooked. The trade-off between precision and recall 
means that if deployed, a high degree of precision inherently poses a high rate of false negatives. 

Table 6. Decision Tree Performance and Best Parameters 

Best Parameters {'max_depth': 3} 

Training time 0.006000041961669922 seconds 
Accuracy 0.9137055837563451 
Cross-validated Accuracy 0.9199548496331534 
Precision 0.9764705882352941 
Recall 0.8469387755102041 
F1-Score 0.907103825136612 
AUC-ROC 0.7162440733869304 

Random Forest: 
Random Forest produced a high level of accurate fraud detection with an average 
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accuracy of 93.91%. It got an impressive accuracy of 95.74% meaning most of the fraud 
transactions detected were genuine frauds with a limited number of false alarms. The model 
effectively recognized more than ninety percent of fraudulent transactions through its recall of 
91.84%. This combination allows solving the problem of real-world usage to capture fraud while 
reducing false positives, which are legitimate transactions. The model achieved an optimal 
balance between precision and recall that encourages its use in real-world fraud monitoring. 

Table 7. Random Forest Performance and Best Parameters 

Best Parameters {'max_depth': None, 'n_estimators': 200} 

Training time 0.3857142925262451 seconds 
Accuracy 0.9390862944162437 
Cross-validated Accuracy 0.9402725147141819 
Precision 0.9574468085106383 
Recall 0.9183673469387755 
F1-Score 0.9375000000000001 
AUC-ROC 0.7162440733869304 

Model Training with Over Sampling: 
For several models, SMOTE technique was applied to oversample the minority classes 

in the training data set. First, the model hyperparameters were adjusted using the grid search 
method to set the right parameters for the models. The models were then trained on the data 
which was SMOTE oversampled with these tuned hyperparameters. The models developed 
using this approach are described in Tables 8 – 12. 
Logistic Regression: 

Hence logistic regression tries to achieve the minimum false positive and false negative 
rate. Such a balance is ideal for the model due to the simultaneous identification of fraud cases 
along with the reduction of wrong fraud cases and fraud cases. 

Table 8. Logistic Regression Performance and Best Parameters 

Best Parameters {'C': 0.1} 

Training time 4.809319257736206 seconds 
Accuracy 0.9740516680442467 
Cross-validated Accuracy 0.9725260682835929 
Precision 0.9826845253017226 
Recall 0.9651091219246258 
F1-Score 0.9738175300996371 
AUC-ROC 0.9953357977938923 

K-Nearest Neighbors: 
With a score of 0.988 for AUC-ROC the KNN model successfully identified the 

fraudulent transactions versus the non-fraudulent ones. 
Table 9. K-Nearest Neighbors Performance and Best Parameters 

Best Parameters {'n_neighbors': 3} 

Training time 0.1351759433746338 seconds 
Accuracy 0.9710532332096442 
Cross-validated Accuracy 0.9657158423804599 
Precision 0.9574885992929 
Recall 0.9858783391660658 
F1-Score 0.9714761030048868 
AUC-ROC 0.9877917761143453 

Naïve Bayes: 
Naive Bayes models are characterized by higher precision but lower recall. This means 

they can give fewer false positives, but more false negatives. Therefore, despite the simplicity 
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and relative speed of implementation, Naive Bayes classifiers are not useful where missing true 
positive outputs is prohibitively expensive. 

Table 10. Naïve Bayes Performance and Best Parameters 

Training time 0.24182868003845215 seconds 
Accuracy 0.8685173135430773 
Cross-validated Accuracy 0.8684843395842453 
Precision 0.9904048677743974 
Recall 0.7442449395916501 
F1-Score 0.8498589258281204 
AUC-ROC 0.9830283670598088 

Decision Tree: 
The AUC-ROC score of the proposed decision tree model for fraud detection is 0.999. 

This high score leads to the conclusion that such a model is quite effective in revealing fraud 
incidences as well as non-fraud incidences. Such outstanding discrimination ability indicates that 
the decision tree is capable of supporting fraud detection. 

Table 11. Decision Tree Performance and Best Parameters 

Best parameters {'max_depth': None} 

Training time 33.45525121688843 seconds 
Accuracy 0.9986810403953361 
Cross-validated Accuracy 0.9982369909130171 
Precision 0.9979104844515461 
Recall 0.9994548300300723 
F1-Score 0.9986820602034899 
AUC-ROC 0.9986810403953362 

Random Forest: 
The Random Forest model showed good predictive analysis on this dataset with overall 

accuracy of 99.99 %, overall recall of 100%, precision of 99.98%, AUC-ROC of 0.9999. These 
high scores suggest that the model can identify almost all true positives with fewer or no false 
positives, which thus makes the model genuine in predicting these data. 

Table 12. Random Forest Performance and Best Parameters 

Best Parameters {'n_estimators': 200, 'max_depth': None} 

Training time 1520.5489599704742 seconds 
Accuracy 0.9998944832316269 
Cross-validated Accuracy 0.9998834918677589 
Precision 0.9997894293535481 
Recall 1.0 
F1-Score 0.9998947035906075 
AUC-ROC 0.999998448376749 

Discussion: 
The results of this study highlight how crucial it is to address class disparities in credit 

card fraud detection. The findings show that while SMOTE and under-sampling both enhance 
model performance, the hybrid technique provides the most sensible and efficient fix. By adding 
these methods to their current systems, financial institutions can greatly improve their ability to 
detect fraud.  

Prioritizing ensemble techniques like Random Forest is a good idea because of their 
proven ability to handle imbalanced datasets. These models are well-suited for real-world fraud 
detection applications where both sensitivity and specificity are critical since they not only 
achieved high accuracy but also maintained excellent recall and precision. 
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Comparison of Cross-Validation Accuracy: Figure 11 and Table 13 shows the comparison 
of Cross-Validation Accuracy between under-sampling CV Accuracy and Oversampling CV 
Accuracy. Random Forest got the highest CV Accuracy in the Oversampling method in 
comparison to sampling. 

 
Figure 11. Comparison of Cross-Validated Accuracy 
Table 13. Comparison of Cross-Validation Accuracy 

Model Under Sampling CV Accuracy Over Sampling CV Accuracy 

Logistic Regression 0.93898 0.97253 
KNN 0.66841 0.96572 
Naïve Bayes 0.86655 0.86848 
Decision Tree 0.91995 0.99824 
Random Forest 0.94027 0.99988 

Comparison of ROC-AUC: 

 
Figure 12. Comparison of AUC-ROC 
Table 14. Comparison of ROC-AUC 

Model Under Sampling ROC-AUC Over Sampling ROC-AUC 

Logistic Regression 0.97062 0.99534 
KNN 0.71624 0.98779 
Naïve Bayes 0.97114 0.98303 
Decision Tree 0.93000 0.99868 
Random Forest 0.98000 0.99999 
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Figure 12 and Table 14. Represents the Comparison of ROC-AUC of under-sampling 
and oversampling in which several models are applied. Random Forest performs the best ROC-
AUC. Logistics is also performs the best ROC-AUC in the Oversampling method. 
Comparison of Precision: 

 
Figure 13. Comparison of Precision 
Table 15. Comparison of Precision 

Model Under Sampling Precision Over Sampling Precision 

Logistic Regression 0.90816 0.98268 
KNN 0.66667 0.95749 
Naïve Bayes 0.98684 0.99040 
Decision Tree 0.97647 0.99791 
Random Forest 0.95745 0.99979 

Figure 13 and Table 15. shows 0.99979 Precision of Random Forest which is greater 
than other models. 
Comparison of Recall: 

 
Figure 14. Comparison of Recall 
Table 16. Comparison of Recall 

Model Under Sampling Recall Over Sampling Recall 

Logistic Regression 0.90816 0.96511 
KNN 0.67347 0.98588 
Naïve Bayes 0.75758 0.74424 
Decision Tree 0.84694 0.99945 
Random Forest 0.91837 1.00000 
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Figure 14 and Table 16. shows that among all, Random Forest performs better in the 
oversampling Method than under the sampling method. 
Comparison of F1-Score: 

 
Figure 15. Comparison of F1-Score 
Table 17. Comparison of F1-Score 

Model Under Sampling F1-Score Over Sampling F1-Score 

Logistic Regression 0.90816 0.97382 
KNN 0.67005 0.97148 
Naïve Bayes 0.85714 0.84986 
Decision Tree 0.90710 0.99868 
Random Forest 0.93750 0.99989 

Figure 15 and Table 17. represents the comparison of the F1-Score of different models 
in which Random Forest got the highest F1-Score and performed the best in the Oversampling 
Method. In the field of finance, when developers make their predictions, they still have a choice 
between accuracy where it’s the actual correct predictions made out of total predictions made 
and recall where it is the proportion out of total potential correct predictions made. 

 
Figure 16. Confusion Matrix for Random Forest 
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These metrics need to be controlled to their organization’s risk tolerance – while more 
cutting-edge firms may accept some more false positives to capture more opportunities—the 
more conservative firms use higher recall but at the same time lose more mistakes. The optimal 
precision and recall values that the financial institutions should use should correspond to one’s 
business model and risk appetite. According to our results, the Random Forest model has 
provided 99.99 AUC-ROC.  It provides the best Precision, Recall and F1-Score as compared to 
all models shown in Figure 16. This makes the model a good fit for operational use in fraud 
detection where it is more expensive to miss actual frauds than it is to generate false positives. 
Conclusion: 

This work has successfully addressed the issue of class imbalance in credit card fraud 
detection and improved the performance of machine learning models significantly. In credit card 
fraud detection, recall is essential for practical applications where false negatives—fraudulent 
transactions that are incorrectly classified as non-fraudulent—can cause significant financial 
losses.  The Random Forest model yielded nearly flawless classification results, with very few 
false positives and zero false negatives, according to the confusion matrix. In the future, we will 
use the original balance dataset for credit card fraud detection. 
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