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upervising students during examinations is a very demanding process, and real-time 
supervision by human proctors proves to be challenging. This method is time-consuming 
and involves the extra work of monitoring several students concurrently. Automating exam 

activity recognition is perceived as one of the ways to address these challenges. In this work, we 
designed, implemented, and tested an accurate deep learning-based system that classifies student 
activities during examinations using a pre-trained ResNet50 model. This new concept helps 
expedite the rate at which exams are monitored and supervised, minimizing the role of human 
proctors. An amalgamated dataset was used, and the model works with six types of student 
behaviors, incorporating dropout layers for better performance. The Adam optimizer was 
employed for fine-tuning the learning process, and k-fold cross-validation was utilized to ensure 
the model's robustness. The system achieved a high training accuracy of 96%, with 57% of all 
the documents producing output close to 1 for all categories, demonstrating high precision rates. 
The results indicate that the proposed method is reliable for future automated proctoring 
systems. Supervisors can focus on more critical tasks, such as addressing student concerns, 
rather than constantly monitoring every student's movement. Moreover, the automation system 
provides consistent and unbiased supervision, eliminating human errors and fatigue that could 
otherwise affect the monitoring process. This ensures a fairer examination environment where 
all students are treated equally under constant vigilance. The system can also be scaled to handle 
larger examination rooms or remote testing, providing flexibility in its deployment. 
Keywords: Student Activity Recognition, Real-time Supervision, Artificial Intelligence in 
Education, Convolutional Neural Networks (CNN), Vgg16, Resnet50. 
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Introduction: 
Modeling student actions is an emerging research field that aims to understand the 

"how" and "why" behind behaviors, reflecting a human-centered approach to knowledge 
acquisition [1]. Assessment is a crucial component in every educational approach, as it measures 
the extent of students' comprehension related to their learning outcomes [2]. However, student 
dishonesty during exams remains a widespread issue, transcending various levels of societal 
development. Although there isn't a universally accepted definition of exam dishonesty, certain 
behaviors are widely recognized as indicators of academic misconduct, all of which have ethical 
implications aimed at enhancing perceived academic success [3]. Traditional methods of exam 
supervision in educational institutions typically involve invigilators physically present in the 
examination hall, overseeing the process to detect any unethical behavior among students. 

 
Figure 1. Exam Scenario [4] 

Figure 1 shows examination scenarios from the CUI Dataset used for detecting cheating 
behavior. Invigilators monitor students as they move around the exam room, seeking out any 
indications of dishonesty. Manual observation and tracking of student behavior during written 
exams are challenging tasks, leading to numerous cases of academic misconduct being identified 
each year [5]. Deception during exams refers to violations of test policies through various covert 
actions such as hiding notes, using body gestures to convey messages, watching nearby students' 
work, passing notes discreetly, and illicitly using technological devices like cell phones and digital 
watches [6][7]. Various theories explain the root causes of cheating, often attributed to social 
and psychological factors [8][9]. Psychological challenges include time pressure and test anxiety, 
which may be compounded by social pressures, such as family expectations and feelings of 
inadequacy [10]. Cheating during exams not only undermines academic integrity but can also 
have far-reaching consequences, such as fostering dishonest behavior in professional life, 
distorting competence assessments, and damaging the reputation of educational institutions 
[11][12][13][14]. 

In Pakistan, a student's future educational and career opportunities are heavily impacted 
by national exams, particularly the annual intermediate and matriculation tests. Given the 
significant influence these tests have on the socioeconomic status of the candidates, they are a 
matter of national concern. The country observes a decrease in usual activities throughout the 
testing period to guarantee the seamless operation of the tests. Given the great stakes involved, 
it is imperative to guarantee the fairness and integrity of these tests, hence the court decided to 
punish cheating severely. Those caught guilty of cheating or helping others to cheat on these 
tests risk penalties and jail. Examining another examinee's paper, trading signals or materials, 
using forbidden technological devices, and getting help from invigilators are among the cheating 
activities undermining the fairness of tests. Although required, traditional proctoring systems 
using on-site invigilators have several restrictions. The Pakistani government's education 
officials use dual proctoring techniques to handle these difficulties. Using face recognition 
technology, on-site invigilators confirm examiners' identities and search for illegal objects with 
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metal detectors. Video monitoring also lets institutional staff keep an eye on the whole 
examination room, therefore lowering the possibility of coordinated cheating between 
invigilators and test candidates. But over lengthy stretches of time, human attention can fade, 
particularly when watching large amounts of video footage, and might result in missing details. 
This study seeks to maximize the use of the current infrastructure as much as feasible thus 
improving the detection of cheating capacity. Artificial intelligence (AI) is used to spot 
questionable activity; human staff reviews these AI-flagged events to guarantee accuracy and 
equity. 

In our proposed work, we introduced an innovative method for offline exam activity 
recognition (EAR) that utilizes deep learning techniques for the automatic classification of 
student behaviors during examinations.  Our method is based on a finetuned ResNet50 
architecture, which has been adapted to recognize six distinct behaviors indicative of potential 
cheating: back watching, front watching, normal, showing gestures, side watching, and 
suspicious Watching. To address the problem statement, we used ResNet50 as our base model 
pre-trained on the ImageNet dataset with the first 100 layers’ weights unfrozen, and additional 
customized layer classes introduced accordingly. This approach helped to identify delicate 
patterns of student behaviors while preserving the stability of the pre-trained model. For this, 
the model was trained on an expanded data set obtained by applying additional data 
preprocessing and normalization and using techniques such as dropout to eliminate overfitting. 
The proposed method outlines strategies to reduce the burden on human invigilators while 
efficiently monitoring and detecting adverse student conduct during examinations. 

These features were then fed into a deep learning-based classifier for examining the 
students’ activities during exams. A major issue observed during the conduct of this particular 
research was the prepared dataset’s considerably small size. In order to avoid this, the current 
work suggests the use of fine-tuning a pre-trained deep learning model. Utilizing the ResNet50 
model pre-trained on ImageNet, the curated dataset substantially enhanced the algorithm's 
ability to identify students' actions.  The above-mentioned steps were taken to enhance the 
strength of our proposed model, However, during training, k-fold cross-validation was used to 
minimize bias and avoid overfitting on the data set. Comprehensive experiments were run, and 
the structural design and different parameters were adjusted aiming at defining the best model. 
The maximum training accuracy attained was 96.57% using the pre-trained SSL ResNet50, 
followed by adding extra dense and drop-out layers. The major contributions of this work are 
as follows: 
Fine-Tuning of a Pre-Trained Res Net 50 Model: 

Instead of constructing a fresh CNN model from scratch, a pre-trained ResNet50 is 
utilized and refined on the examination dataset. This approach efficiently utilizes transfer 
learning and offers a solid foundation for activity recognition-based Feature subset selection 
approach is adapted for dimensionality reduction of the feature space. 
Utilization of a Custom-Prepared: 
Dataset (CUI- EXAM): 

The dataset is specifically prepared to evaluate the performance of the fine-tuned 
ResNet50 model in the context of exam proctoring and cheating detection.  
Extensive Experiments with Various Model Configurations:  

Numerous configurations were tested, including the addition of dense and dropout 
layers, to enhance model accuracy and generalization. The best results demonstrated the model's 
effectiveness with an accuracy of 96.57%.  
Comparison with Baseline Models: 

The proposed method’s performance was benchmarked against various classifiers, 
demonstrating superior accuracy, which supports the viability of the framework for automatic 
exam proctoring. The organization of this manuscript is as follows: The introduction section 
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presents basic terminologies and the description of the proposed domain. Existing studies are 
reviewed in the literature review. The third section details the proposed approach and its steps. 
The results are presented and discussed in the fourth section. Finally, the manuscript is 
concluded in section five, followed by references. 
Literature Review: 

Proctoring is one of the most effective methods for addressing academic misconduct. 
Dendir et al. [15] investigated the prevalence of academic dishonesty among students enrolled 
in online courses.  They integrated online proctoring into the examination while maintaining 
other materials unchanged, employing statistical tools to analyze the differences in test scores 
before and after its implementation. According to the final findings, exhibited previous cheating 
behaviors; thus, online proctoring could significantly mitigate academic misconduct. Farmer et 
al. [16] conducted research on how the number of invigilators affected examinees' behavior. 
There were five groups formed from the examinees: In the first, the last group had an equal 
number of invigilators and examiners; the other groups had varying numbers; the group had no 
invigilators. of witnesses. The findings of the above-mentioned study revealed that the group 
without invigilators did worse than other groups, the number of invigilators had no effect 
whatsoever. The findings of all the investigations confirm that proctoring can help to somewhat 
lower cheating rates and produce excellent results. 

Rosen and Carr [17] created a desktop robot for online learning or proctoring using a 
Webcam and a suite of directional sound sensors for real-time monitoring. But this approach is 
only applicable to the analysis of one examinee; so, it is not feasible to call attention to a lot of 
examinees by voice. Zhang et al. [18] developed a system suitable for online proctoring that 
utilizes facial recognition for the login process and analyzes the atypical movements and 
expressions of the examinees. This approach has quite great accuracy, but it is practically difficult 
to utilize a camera to recognize the faces of dozens of persons in the offline examination room. 
Atoum et al. [19] suggested a proctoring online system. That is more complicated and improves 
the accuracy of identifying malpractices in a classroom. The software comprised identity 
authentication, input detection, and voice recognition, among other features. Thus, assessing 
comprehensive characteristics may assist in ascertaining whether the examinee engaged in 
dishonest practices. This approach combines the ideas of the last two and has more accuracy 
and hence more computational re-requirement. It is still unfit for high-density offline analysis 
houses. Asep and Bandung [20] suggested a fresh approach for visual confirmation of difficulties 
in online tests that would be more suited to some unusual positions and changing illumination. 

This study pertains to a single individual, similar to other investigations. In summary, 
the prior research does not encompass offline multi-person assessments. Li et al. [21] suggested 
a method using a background-difference technique to locate the examinees' positions. They also 
incorporated a face recognition module into the system to identify candidates before the test 
begins. Finally, they employed Alpha Pose, a real-time multi-person posture estimation system 
created by Fang et al. [22], to monitor physical behavior and determine if examinees were 
cheating. However, their approach has several shortcomings. The background-difference 
approach is particularly vulnerable to noise and interference, including variations in lighting Tsai 
et al. [23]. The method is imprecise because environmental factors like weather cause frequent 
variations in lighting conditions within exam rooms. Although face recognition may function 
effectively in an optimal setting with a limited number of individuals, it is almost impractical in 
a real examination environment with numerous candidates. Numerous candidates may be 
positioned too distantly from surveillance cameras for dependable facial recognition. The 
processing requirements of Alpha Pose are very high; even when replaced with the more 
efficient Light Weight Open Pose Osokin [24], it can only attain 26 fps on an Intel Core i7-
6850K. For a school with more than thirty examination rooms, each hosting forty examinees, 
the computational load makes this approach impractical for concurrent use. 
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In our research, we have developed a novel approach that enhances existing methodologies to effectively address the complexities of 
offline exam proctoring in challenging environments, such as those found in Pakistan. Utilizing a finetuned ResNet50 model, our approach 
achieved high accuracy in detecting six distinct behaviors indicative of cheating: back watching, front watching, normal behavior, showing 
gestures, side watching, and suspicious behavior. While this model is based on a robust and efficient architecture, it has been optimized to 
manage the demands of large-scale deployment across multiple exam rooms simultaneously. Furthermore, the model is designed to accurately 
capture and classify subtle behaviors, even when examinees are small or partially obscured within the frame. This tailored approach provides 
a more practical and scalable solution for offline exam proctoring in environments with varying conditions and large candidate numbers. 

Table 1. Overview of datasets, methods, classes, and outcomes for cheating identification in the exam proctoring systems. 

 
Dataset Name Dataset Size 

Dataset 
Availability 

Methodology Classes Results 

[4] CUI-EXAM 
Original: 2268 

Augmentation: 11340 
Yes 

L2 Graft Net Aso 
Based Feature 

Extraction 

• Back watching 

• Front Watching 

• Normal 

• Showing Gesture 

• Side watching 

• Suspicious 

Accuracy 92.43% 

[25] 
7 Wise Up 

behavior data 
set. 

Dataset is divided 
into 4 parts Actual 
size is not defined 

Yes 
LSTM Model CNN 

RNN 
• Normal 

• Cheating 

Accuracy 90% 
Validation 

Accuracy 92% 

[26] 
Custom 

Prepared dataset 
Image: 5878 NO 

1st Model CNN 
2nd Model CNN 

• Non-human 

• Human 

• Head up 

• Head down 

1st Model 
Accuracy 89.1% 
Second Model 

Accuracy 86.3% 

[27] CIFAR-100 Images: 7500 Yes 

3D CNN (BRISK 
Technique) (MSER 
Technique) (BOW 
Technique) (SURF 

Technique) 

• Use of cellular device 

• Exchange exam paper 

• Using Cheat Sheets 

• Looking at another 
student's exam paper 

• Not Cheating 

Accuracy 91% 

[28] CUI-EXAM Images: 4000 Yes KNN CNN 

• Back watching 

• Front Watching 

• Normal 

• Showing Gesture 

Accuracy 92% 
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• Side watching 

• Suspicious 

[29] WIDER dataset. Images: 5000 YES 
Faster RCNN 

MTCNN 
• Passing Student Paper 

• Hand Gesture 

Accuracy 99.5% 
Testing Accuracy 

98% 

[30] CIFAR-100 Images: 7638 Yes 
3D CNN Model 

RNN Model LSTM 
Model 

• cheat sheet 

• exchanging papers 

• using earphones 

• mobile phone 

• illegal object 

Accuracy 95% 

Our 
Paper 

CUI-EXAM 
Images: 2268 

Augmented 11340 
yes 

Resnet50 (Fine 
Tune) 

• Back watching 

• Front Watching 

• Normal 

• Showing Gesture 

• Side watching 

• Suspicious 

Accuracy: 97% 

Poppe et al. [31] explored the application of Convolutional Neural Networks (CNNs) for image representation and action 
classification, discussing the associated limitations. The study highlighted that action classification techniques can be divided based on whether 
or not a temporal axis is utilized. The author concluded that human action recognition could be framed as a classification problem under 
specific conditions. Building on this foundation, Yao et al. [32] investigated CNN-based methods for action recognition in video sequences 
Identifying the challenge of integrating two different information dimensions spatial and temporal using CNNs. 

In contrast to earlier approaches, our research leverages the fine-tuned ResNet50 model, which focuses on image-based action 
recognition without explicitly incorporating temporal information. This approach allows for efficient classification of distinct actions by 
extracting and analyzing spatial features from images. Unlike Masoud et al. [33], who proposed projecting video data into a lower dimension 
for action recognition, our method employs the powerful feature extraction capabilities of ResNet50 to handle high-dimensional image data 
directly, ensuring that no critical spatial information is lost during processing. 

Additionally, Sharma et al. [34] extended 2D CNNs to 3D and proposed unsupervised learning models for sequence learning, utilizing 
Recurrent Neural Networks (RNNs) to classify . While these methods are effective for sequence-based data, our approach is designed for 
scenarios where temporal information is either unavailable or unnecessary, focusing instead on accurately classifying actions based on spatial 
features in static images. Researchers [4] introduced a novel 3D CNN model for action recognition that integrated temporal and spatial 
information. However, this research demonstrates that a well-optimized ResNet50 model can achieve high accuracy in recognizing actions 
by concentrating solely on spatial information, making it particularly suitable for offline exam proctoring, where the primary concern is 
identifying specific behaviors in still images rather than video sequences. 
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Overall, this study illustrates that the handling of high-dimensional spatial data, without 
the need for dimensionality reduction or temporal integration, can be highly effective for action 
recognition in specialized contexts such as offline exam monitoring. 
Dataset: 

In the context of offline cheating detection, the CUI dataset was obtained from 
COMSATS University Islamabad after contacting them through email. It was adapted and 
restructured into six specific classes: back watching, front watching, normal, showing gestures, 
side watching, and suspicious watching. This categorization was essential to capture various 
behaviors related to potential cheating scenarios. The dataset was already augmented to enhance 
the model's performance and ensure a robust evaluation of student activities during exams. 

 
Figure 2. Distribution of the classes in the dataset 

We have an imbalanced dataset, as shown in Figure 2, which depicts the class distribution 
across the six categories. This imbalance highlights the need for careful consideration in the 
analysis and detection of cheating behavior. 

A pie chart was then produced in order to ascertain the distribution of images to classes 
as shown below in Figure 2. The images were also resized to fit a uniform size of 224 by 224 
pixels, which is a normal procedure in deep learning models. 80% of the data was assigned to 
the training set and the reminder 20% was used as the validation set. This split was done using 
Tensor Flow’s image dataset from the directory function that not only loads the images but also 
labels the images based on their directory names. 

 
Figure 3. Some of the images in a sample dataset demonstrate student activities [4] 

A selection of photos from the collection, together with their respective classes, is 
illustrated in Figure 3. This visualization helps in understanding the nature of the images and the 
diversity within each class. It comprises 2,268 snapshots capturing student activities during 
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offline examinations, recorded via surveillance cameras. The dataset (Figure 4) is annotated from 
50 video streams, with each snapshot featuring bounding boxes around individual students. 
These bounding boxes are manually cropped and categorized into six distinct classes: (a) looking 
backward, (b) facing forward, (c) performing normally, (d) exchanging gestures with others, (e) 
observing towards the left or right, and (f) exhibiting other suspicious behaviors. Due to the 
challenging nature of the dataset, which includes images with significant blurring and distant 
perspectives, dataset augmentation was employed to enhance its size. Table 2 presents the 
dimensions of the dataset prior to and subsequent to augmentation. 

Table 2. CUI-EXAM dataset distribution of images per class. 

Class Original Augmented 

Back Watching 406 2030 
Front Watching 285 1425 
Normal 560 2800 
Showing Gesture 326 1630 
Side Watching 379 1895 
Suspicious 312 1560 

Total 2268 11340 

 
Figure 4. Different cheating situations were recorded for the offline cheating detection system 

[4] 
Dataset Augmentation: 

Deep learning models require extensive datasets to perform effectively during the 
training phase. The quality and diversity of the data are crucial for the model to generalize well 
to new, unseen scenarios. However, acquiring such large and varied datasets can be challenging, 
particularly in specialized domains. To address this, data augmentation is employed as a strategy 
to artificially expand the dataset. By applying various transformations to the existing data, 
augmentation helps simulate a wider range of conditions and scenarios without the need for 
additional real-world data collection. 

In this context, four different types of augmentations were selected to enhance the 
dataset: Among these, the transformations used for image processing included mirroring, 
Gaussian noise, Salt and Pepper noise, and color space shifting. This process aims to double the 
amount of data by mirroring, which involves flipping the images horizontally. It is necessary to 
define the kind of noise considered, Gaussian noise may be explained as a small deviation from 
the real values of the pixels which can denote different illuminations or slight imperfections that 
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occur in real life. They include salt and pepper noise which occurs at random and changes the 
image to either black or white noise like other types of image destruction. Finally, color shifting 
changes the color spectrum and contrast of such images so that the model receives examples of 
the same scene under different illumination. These augmentations do not only add more data 
points for the model to learn from but it also brings new representations of the data to improve 
the performance of the model as well as the preparedness of the model for data wagon. 
Therefore, the size of the dataset increases to four times the original size of the dataset, and in 
general the deep learning model is trained with a much bigger and more complex data set. It 
needs other related instance data to be fed to the model so as to enhance new data training of 
the model. Figure 5 clearly illustrates how each of the aforementioned procedures has enhanced 
or altered the primary image [4]. 

 
Figure 5. Augmented Dataset 

Table 3. Dataset Augmentation Techniques 

Augmentation Technique Description 

Mirroring (Flipping) 
Horizontally or vertically flips the image to generate 
variations in orientation, simulating different perspectives. 

Gaussian Noise 
Adds Gaussian-distributed noise to the image, mimicking 
natural variations such as lighting inconsistencies or sensor 
noise. 

Salt and Pepper Noise 
Introduces random black and white pixels to the image, 
simulating corrupted or noisy image data. 

Color Shifting 
Alters the intensity of colors in the image, adjusting the 
brightness, saturation, and hue to create diverse lighting 
conditions. 

In Table 3, all the listed augmentation techniques are applied to enhance the dataset 
diversity. These techniques include mirroring to simulate different orientations, Gaussian 
noise, and salt and pepper noise to introduce realistic noise and variability, and color shifting 
to account for changes in lighting and color balance. Together, these augmentations help 
improve the model’s ability to generalize and perform more robustly in real-world scenarios. 
Data Resize: 

In the methodology used in this study, we cropped the input images to the same 
dimension of 224 x 224 pixels to ensure they fit into the ResNet50 architecture. The resizing 
process was essential, as the photos required modification to conform to the model's input 
dimensions. This guaranteed that the training model could accommodate all the photos; 
otherwise, a size discrepancy would occur. Conversely, down sampling these photos mitigated 



                                 International Journal of Innovations in Science & Technology 

Oct 2024|Vol 6 | Issue 4                                                                     Page |1667 

the computational complexity of the training step and reduced the space they occupied. Further, 
the resizing causes no distortion to the key features of the images, which was information 
required for accurate classification. This step together with other such preprocessing techniques 
enhanced the efficiency of our model. 
Methodology: 

In the currently proposed approaches, we used a number of deep learning models to 
predict student activity during exams. In particular, we deployed Res Net 50, from scratch, 
Mobile Net, fine-tuned VGG16, and fine-tuned ResNet50 as our base model. Specifically, each 
model was selected for the optimum performance it offered in analyzing the student behaviors 
during examinations. 
Dataset Preprocessing: 

During the preprocessing phase, we cleaned our data to ensure that our models could 
effectively learn from the obtained dataset. Therefore, there were basic image manipulations 
such as flipping the images, random noise addition, and slight image shift. Finally, flipping 
offered the models to identify activities in either direction and noise enabled the models to be 
more resilient to small errors such as blur or grainy images. Swapping the images around allowed 
the models to still detect activities even if the student wasn’t in the image’s center. They helped 
in the generation of an even more realistic image data set that will help the models being built. 
ResNet50 from Scratch: 

In this model, training was done by loading the ResNet50 model from scratch and with 
no transfer learning allowed. However, despite ResNet50's intricate design and its ability to learn 
complicated features, the inadequate performance in this experiment stemmed from training the 
network from the ground up on the dataset. The model got an accuracy of 53.81% and the 
validation accuracy was 58.02% for the same. Similarly, this indicates that during the training 
phase, the model was able to effectively extract features from the provided dataset. However, it 
did not utilize prior information from a feature database as extensive as ImageNet to minimize 
the risk of overfitting and improve generalization to new data. 
VGG16 with Fine-Tuning: 

The VGG16 model is another convolutional neural network architecture frequently used 
for image classification purposes today. Our approach involves re-training the VGG16 model 
by rendering certain layers 'unfrozen' for our training dataset. Nevertheless, the identified model 
failed to cope with the great difficulty of the student activity classification. The VGG16 scored 
an accuracy of 24.49% and a validation accuracy of 24.16% showing it could not learn the many 
subtleties in our dataset, primarily due to its relative simplicity in comparison with other 
contemporary structures. 
VGG19 with Fine-Tuning: 

We fine-tuned a pre-trained VGG19 model for six-class image classification by removing 
the top classification layer and adding a global average pooling layer, dropout layers for 
regularization, a fully connected layer with 256 units, and a SoftMax layer for classification. The 
last 10 layers of the VGG19 base model were trainable, while the earlier layers were frozen to 
retain features learned from ImageNet. The model was compiled using the Adam optimizer and 
sparse categorical cross-entropy loss. Despite training for 10 epochs, both the training and 
validation accuracy remained stagnant at around 24%, with minimal improvement in a loss. This 
suggests that the model was not learning effectively from the data, indicating potential issues 
such as insufficient data, overfitting, or the need for better tuning of the model’s architecture 
and hyperparameters to enhance performance. 
Mobile Net with Fine Tuning: 

It has a relatively low model size, which makes it suitable for work that doesn’t require 
a lot of calculation power. The Mobile Net was modified and adjusted to the dataset of students’ 
activities during examinations. The authors reported that, in the case of the proposed model, 
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the accuracy within the training set was up to 86.93%, and the accuracy within the test, or the 
validation accuracy was up to 66.31% compared to the VGG16 model. While Mobile Net had 
better performance than deeper architectures such as ResNet50, it did not display a great 
generalization; it is well suited to real-time or low-memory use. 
ResNet50 with Fine Tuning: 

Res Net 50 with Fine-tuning was the most successful model in our study. Therefore, by 
using the pre-trained weights from the ImageNet dataset and using only the last stage and 
selected layers it is easier to make use of this powerful architecture for our dataset. In general, 
due to the deep layers and skip connections of Res Net50 it was possible to identify some 
patterns concerning students and their interactions. This model resulted in an accuracy of 
98.26% and validation accuracy of 91.71% therefore making it the best-performing model of 
the whole study. Furthermore, to validate the efficacy of this proposed model, the corresponding 
k-fold cross-validation was carried out with different partitions of the same dataset. Compared 
to the original ResNet50 model, this fine-tuned ResNet50 model has an accuracy rate of 98% 
which fulfills our task of classification of student activities very effectively and hence is more 
suitable for our model. ResNet50 based classification chart is shown in Figure 6. 

 
Figure 6. ResNet50-based image classification flowchart. 
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Evaluation Metrics: 
Precision, recall, and accuracy are given as equation 1 to equation 3 [30][35][36]. 

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 =  
𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞 𝐕𝐚𝐥𝐮𝐞𝐬

𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞 𝐕𝐚𝐥𝐮𝐞𝐬+𝐅𝐚𝐥𝐬𝐞 𝐍𝐞𝐠𝐚𝐭𝐢𝐯𝐞 𝐕𝐚𝐥𝐮𝐞𝐬
   (1) 

𝐑𝐞𝐜𝐚𝐥𝐥 =  
𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞 𝐕𝐚𝐥𝐮𝐞𝐬

𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞 𝐕𝐚𝐥𝐮𝐞𝐬+𝐅𝐚𝐥𝐬𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞 𝐕𝐚𝐥𝐮𝐞𝐬
  (2) 

𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲 = 

 
𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞 𝐕𝐚𝐥𝐮𝐞𝐬+𝐓𝐫𝐮𝐞 𝐍𝐞𝐠𝐚𝐭𝐢𝐯𝐞 𝐕𝐚𝐥𝐮𝐞𝐬

𝐓𝐫𝐮𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞 𝐕𝐚𝐥𝐮𝐞𝐬+𝐓𝐫𝐮𝐞 𝐍𝐞𝐠𝐚𝐭𝐢𝐯𝐞 𝐕𝐚𝐥𝐮𝐞𝐬+𝐅𝐚𝐥𝐬𝐞 𝐏𝐨𝐬𝐢𝐭𝐢𝐯𝐞 𝐕𝐚𝐥𝐮𝐞𝐬+𝐅𝐚𝐥𝐬𝐞 𝐍𝐞𝐠𝐚𝐭𝐢𝐯𝐞 𝐕𝐚𝐥𝐮𝐞𝐬
(3) 

Results and Discussion: 
Experiment Setup: 

The experiments were conducted on a high-performance setup with the following 
specifications:  

• CPU: AMD RYZEN 9 5900X  

• GPU: NVIDIA GEFORCE RTX 4080 SUPER 16G  

• VENTUS 3X OC  

• Memory: 32 GB RAM 
Res Net 50 with Scratch: 

To implement our proposed strategy, ResNet50 was trained from scratch without 
utilizing any pre-trained weights. This indicates that the model was created without prior 
familiarity with the dataset, necessitating that it acquires all information during the training 
process. We specified weights=None when creating the ResNet50 architecture to enable the 
model to learn features intrinsic to the dataset utilized in the current experiment. We Utilized 
the base model ResNet50 the GlobalAveragePooling2D layer was added to reduce the 
dimension of the feature vector, and two Dropout layers with a dropout rate of 0.5 to reduce 
overfitting. A fully connected layer with 256 neurons in the middle and ReLU non-linearity was 
used before a Dense layer with the final classification layer in the form of a SoftMax layer for 
multi-class output. In particular, the values of alpha = 0.01 and a momentum of 0.9 enable the 
convergence rates to be reached without overfitting the model. 

 
Figure 7. Training and validation accuracy and loss over 50 epochs 

In this study, we presented the training and validation performance of the ResNet50 
model that was trained from scratch. Figure 7 gives the training and validation loss of the model 
focusing on epoch 50, which shows big improvements in the training but not in the validation. 
This indicated that the validation accuracy was not a straight line, reflecting that the model 
experienced fluctuations in training and generalization, particularly when implementing deep 
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learning from scratch. Specifically, the training loss plot showed a decreasing trend, further 
corroborating that the model learned effectively during the training phase. However, the 
validation accuracy exhibited some inconsistencies, suggesting that the model may have been 
overfitted or that its generalization process was unstable. However, figure 7 indicated that the 
model improved with an increased number of epochs. Nevertheless, there may be a need for 
modifications or the addition of regularization layers to reduce the fluctuations in the validation 
curves. 
Res Net 50 with Fine Tuning: 

The final and most preferred approach according to the proposed methodology in this 
project is the Res Net 50 with fine-tuning. It applies Res Net 50; it is trained in ImageNet and 
then fine-tuned on the six-class demands found within this classification system. It also helps us 
benefit from the pre-trained ResNet50 network and for the model to learn some specific 
paternities within the given data set.  

For fine-tuning, the last layers of the pre-trained Res Net 50 model were pruned and the 
replacement of zeroing out (POW) was implemented in the Rwanto. Subsequently, we deducted 
the mean value of the feature map utilizing the 'GlobalAveragePooling2D' layer, followed by the 
use of two dropout layers to reduce interference After that, we included the output layer, which 
consisted of a Dense layer with 256 neurons and a ReLU activation function. The final 
classification layer was created with six output nodes which used the SoftMax activation to 
correspond to our particular task to facilitate the model training, the author unfroze the last 100 
layers of the Res Net 50 base and enabled them to learn while the author froze all the other 
layers to retain the weights learned from ImageNet. Using the created dataset, the Adam 
optimizer was implemented, and then the model through several epochs. This fine-tuning 
approach enables us to utilize not only the more general feature representations that are learned 
by ImageNet but also the features arising from our dataset and not from other datasets. 

Similar to the training loss, the validation loss illustrated by Figure 8, the red curve is 
also low and fluctuates across the epoch but jumps slightly in the 4th epoch and then reduces. 
Such behavior indicates that while the model may well generalize it is probably overfitting or 
there is a variance problem at work. However, since the training and validation loss had 
decreased, the model was well-fitting to the training data and effectively generalizing to the 
validation dataset. 

 
Figure 8. Training and validation accuracy and loss over 10 epochs 

In addition, the accuracy curves represented on the right top corner confirm the work 
of the model with the highest value for the same iteration being 0.74. The fitting accuracy which 
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is the accuracy obtained from the training data as demonstrated shown in Figure 8 blue curve 
commences from the lowest area in gaging to show that the classifier is slowly but gradually 
improving in the recognition of the training data set. In the 10 epoch the number one in the 
training accuracy is approximately one, indicating that it almost gets it right every time as 
observed by the low training loss. The validation accuracy, shown by the red curve, also increases 
over time but exhibits similar fluctuations as seen in the validation loss. These fluctuations, while 
not uncommon, suggest that the model might be slightly overfitting or that the validation data 
presents more challenging cases. Despite these fluctuations, the validation accuracy reaches a 
high level, indicating that the model generalizes well, although it does not surpass the training 
accuracy, which is typical and expected. 
Confusion Matrix: 

The confusion matrix shows the model's classification across six behaviors (Figure 9): 
back watching, front watching, normal, showing gestures, side watching, and suspicious 
watching. The model performs well for back watching with 2,011 correct predictions and minor 
misclassifications, mainly into side watching (15). Front watching is also accurate with 1,384 
correct predictions, though it occasionally confuses it with normal (11) and showing gestures 
(15). For normal behavior, 2,655 instances were correctly classified, but some were misclassified 
as back-watching (48) and side-watching (44). Showing gestures had 1,550 correct predictions, 
with some confusion about back-watching (23) and front-watching (14). Side watching had 1,806 
correct predictions, with the most confusion in back watching (58). Suspicious watching was 
correctly predicted 1,488 times, though some cases were confused with normal (30) and side 
watching (15). Overall, the model performs well but struggles with similar behaviors like front 
watching and showing gestures or normal and side watching. 

 
Figure 9. Confusion Matrix 

The classification report shows that the model performs well across six behavior 
categories, with precision, recall, and F1-scores generally around 0.95 or higher. Back-watching 
has a precision of 0.93 and a recall of 0.99, leading to an F1 score of 0.96. Front watching, 
normal, showing gestures, side watching, and suspicious activity all show balanced precision and 
recall, with F1 scores ranging from 0.95 to 0.97./’nn 4. Overall, the model has a high accuracy 
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of 96%, and both the macro and weighted averages for precision, recall, and F1-score are 0.96, 
indicating consistent performance across all categories with minimal misclassifications (Table 4). 

Table 4. Evaluation Matrix` 

 Precision Recall F1-Score Support 

Back watching 0.93 0.99 0.96 2030 
Front watching 0.97 0.97 0.97 1425 
Normal 0.98 0.95 0.96 2800 
Showing gesture 0.98 0.95 0.96 1630 
Side watching 0.95 0.95 0.95 1895 
Suspicious activity 0.97 0.95 0.96 1560 
Macro avg 0.96 0.96 0.96 11340 

Regarding the assessment regarding the generalization of the performance of the model, 
this was done by saying that the scale of accuracy reached as high as 0.96 indicating that the 
model mainly concerns the possibility of classifying items in the data set with a probability of up 
to 96%. This high accuracy, combined with consistently high precision, recall, and F1 scores 
across all classes, reflects the model’s excellent performance in identifying different behaviors. 
Discussion: 

Given the considerable size of the dataset, comprising 2,268 original images and 11,340 
augmented images (Table 5 refers), we chose to employ deep learning techniques rather than 
traditional machine learning methods for the cheating detection system. Deep learning is 
particularly advantageous when working large volumes of data, as it can automatically learn 
hierarchical features from raw images. This capability is essential for accurately identifying 
complex patterns related to potential cheating behaviors. Traditional machine learning 
approaches often rely on manual feature extraction, a process that is not only time-consuming 
but may also overlook the intricate nuances inherent in visual data. In contrast, deep learning 
algorithms, especially convolutional neural networks (CNNs), can analyze images holistically, 
learning to recognize features at various levels of abstraction. This enhanced capability allows 
for improved accuracy and robustness in detecting diverse cheating scenarios, thereby 
contributing to a more reliable assessment of student activities during examinations. 

Table 5. Summary of all models 

Model Name Accuracy Val_Accuracy Loss Val_Loss 

Res Net (Scratch) 0.5381 0.5802 1.176 1.0927 
Res Net (Fine Tune) 0.9826 0.9171 0.057 0.3451 
VGG 16 0.2449 0.2416 1.766 1.7703 
VGG 19 0.2438 0.2416 1.768 1.7703 
Mobile Net (Finetune) 0.8693 0.6631 0.403 1.3398 

Res Net (Scratch), Achieved moderate performance with 53.81% training accuracy and 
58.02% validation accuracy, but relatively high loss values indicate room for improvement. Res 
Net (Fine Tune), Delivered excellent results with 98.26% training accuracy and 91.71% 
validation accuracy, benefiting greatly from fine-tuning with significantly lower loss values. VGG 
16, Struggled with low training and validation accuracies of around 24%, and had the highest 
loss values, indicating poor performance on the task. VGG-19 struggled with training and 
validation accuracy, achieving only 24.38% on training accuracy and 24.16% on validation 
accuracy. This poor performance was coupled with the highest loss values among the tested 
models, indicating significant difficulties in learning from the data. The high loss values (1.768 
for training loss and 1.7703 for validation loss) suggest that the model was not well-suited for 
this particular task, perhaps due to the complexity of the architecture or insufficient fine-tuning 
Mobile Net (finetune), Showed strong performance with 86.93% training accuracy and 66.31% 
validation accuracy, though it experienced some overfitting with higher validation loss. 
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We employed two variations of the ResNet50 model to evaluate the effectiveness of 
different training strategies. For the first variation, where ResNet50 was trained from scratch, 
we utilized a maximum of 50 epochs. This extensive training duration was necessary to ensure 
the model could effectively learn the complex patterns and features from the dataset, as it did 
not have any pre-learned weights. In contrast, for the second variation, where we fine-tuned a 
pre-trained ResNet50 model, we limited the training to 10 epochs. The lower number of epochs 
was sufficient to refine the pre-existing weights and adapt the model to our specific dataset, 
demonstrating the efficiency of the fine-tuning process in achieving a competitive performance 
with fewer epochs. 

The (ROC) curve is a graphical representation that illustrates the trade-off between the 
true positive rate (sensitivity) and the false positive rate (1-specificity) across various threshold 
settings for each class in a multi-class classification problem. In our proposed fine-tuned 
ResNet50 model, the ROC curve is used to evaluate the wellness of the model can differentiate 
each class from all others. Figure 10 shows, that each colored line corresponds to a specific class 
in the dataset. These curves are clustered closely near the top-left corner of the graph, which is 
a strong indicator that the model maintains a high true positive rate while keeping the false 
positive rate very low for each class. If the ROC curves are close to the starting point (0, 0) it 
implies that in the process of using the model maximum percentage of instances will be classified 
correctly even if the model tends to classify the instances in the wrong class, it will not be too 
much off by classifying the other class. 

Furthermore, the diagonal dashed line indicates the performance of the random 
classifier, where the true positive rate is equal to the false positive rate, which means a model or 
algorithm is simply choosing its predictions randomly. On the other hand, all the ROC curves 
concerning all the six classes are at a higher tier above this particular line highlighting the fact 
that our particular model is a better classifier compared to a random classifier. Thus, the values 
of both classes are 1.00, which describes the successful classification of the training data.  

 
Figure 10. ROC Curve 

The AUC scores (Figure 11) are quite high and ROC diagrams are drawn near to the 
point of (0 1) proving that the fine-tuned ResNet50 model is quite efficient for multi-class 
classification problems. This is rather spectacular and demonstrates how the given model can 
learn features within a dataset and make intelligent predictions in performance. The fact that 
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each class is separable from all of the others by the model points to very high potential for real-
world application where accuracy and precision are paramount, especially where categorizing 
behaviors or activities by groups of two or three actions may be as small as ‘back watching’ and 
‘suspicious watching.’ Unknown Highly accurate fine-tuned model’s performance in all classes 
again proves that the choice of this model for complex classification tasks is appropriate. 
Furthermore, the AUC value displayed in the legend is 1.00 for each class which means it 
classifies perfectly. This is referred to as Area Under the receiver operating characteristics curve 
or simply, the AUC where the value of AUC will be 1.00 if the curve has smooth touching with 
y=1,000 axis suggesting that the model building has the capability to assign response for any test 
instance such that if the true positive values are plotted against true negative values. The second 
set of graphs provides the ROC (Receiver Operating Characteristic) curves to have a closer look 
at each class in multi-class classification models, which shows the performance of each class in 
detail. The six sub-plots represent the true positive rates of each class at different decision 
thresholds. These ROC curves are virtually binary and ideally situated at the top left of their own 
plots, suggesting that the model achieves a high true positive rate with the low false positive rate 
for every class. 

 
Figure 11. AUC Curve 

The (AUC) value appearing in each subplot is also high, which is 1.00 for all classes. This 
AUC value equals 1, which means that the cross point of the graphs for the positive and the 
negative instances of the selected class variable can be made without any mistake by the model. 
That most of the points lie close to 1 for nearly 0, train and test models reveal that the ROC 
curves show high efficiency where most points are correctly categorized (high sensitivity or true 
positive rates) with few false positive points or wrongly categorized instances. The individual 
graphs provided herein, in sum, show that the model offers very high accuracy for each specific 
class of samples. The model holds great potential and performs consistently excellent AUC of 
1.00 throughout the various classes which can be advantageous especially if the high accuracy 
of the class is of paramount importance. 

AUC-ROC is also known as the Area under the receiver operating characteristics in the 
curve that is more widely used in measuring the performance of binary classification models. 
The ROC curve is also another kind of assessment tool it shows the TPR against FPR depending 
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on thresholds. The AUC therefore gives an integrated measure of how well the model performs 
on the whole discriminant power continuum of an entire ROC curve. AUC is bounded to [0, 1] 
where the higher the AUC, the better the model, and the model has good discriminant space for 
the given positive and negative classes. An AUC of 0.5 despite having been rounded up to the 
nearest whole number means there is no capability for discriminating at all meaning that the 
model is as good as a random guess. This is particularly beneficial especially while assessing the 
model discrimination because the AUC is a threshold invariant measure, which therefore 
provides a better perspective about the performance of the model. 
K-Ford Validation: 

In our case, we used K-fold cross-validation meaning the value of K is equal to 10. This 
indicates that the data was divided into ten parts each of which was of equal size as with the 
other part; the training and the validation were carried out for ten cycles. In each of the iterations, 
about nine folds were employed for training the model while one-fold was used in validating the 
model. This was done to ensure that every fold was used once as the validation set in the cross-
validation process. Cross-validation of degree 10 was used to perform proper testing of the 
model on unseen data, separately for each of the ten folds and then averaging the results, which 
gives a good indication of how well a model is likely to do. 

 
Figure 12. Average AUC for each class across all folds 

Figure 12 indicates that the model performs exceptionally well in distinguishing between 
the different classes. An AUC of 1.0 represents perfect classification, meaning that the model 
can completely distinguish between the positive and negative instances of a class without any 
errors. The slight variations observed in some classes, with AUC values just under 1.0, suggest 
a minor decrease in the model's ability to perfectly classify those classes but still reflect very high 
performance.  

The consistency across all classes suggests that the model is equally effective at 
identifying all types of student activities, making it a reliable tool for the classification task at 
hand. The high AUC values indicate that the model has a strong discriminative ability, making 
it highly effective for this multi-class classification problem. 
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Conclusion: 
This research work employs a pre-trained Convolutional Neural Network (CNN), 

ResNet50, which the work retrained for a six-class classification concerning the “Offline 
Cheating Detection System”. The model was trained on a modified CIFAR-100 dataset, which 
was divided into six custom classes: back watching; front watching; normal; showing gesture; 
side watching; and suspicious watching. On the data, some processing included resizing all 
images and then splitting the data set into training and validation. Concerning model structure, 
the layers that were employed are as follows the Global Average Pooling layer which is fully 
connected, three dropout layers in a bid to increase the rate of what is referred to as an over-fit 
situation, and lastly the SoftMax layer to predict the class. In aggregating the model, the chosen 
optimizer was Adam the loss used was sparse categorical cross entropy while the metric used 
was accuracy. This training was conducted in ten epochs The model was assessed using test 
accuracy and the confusion matrices. According to the given research, the model shows good 
results in categorizing the six intended behaviors of the CUI dataset. The outcomes derive and 
agree with the proposal of the transfer learning where the ResNet50 model is pre-trained for the 
classes in the “Offline Cheating Detection System” and fine-tuned for the classes that are in the 
method in identifying and recognizing different cheating actions. However, its improvement 
may be even further in the future with the help of other approaches, for example, data 
augmentation, or using another optimization algorithm instead of the Adam, let alone using 
another type of network architecture. Presumably, these improvements may further improve the 
accuracy and the generalization capability of the proposed model to actual scenarios for 
maximum usage in educational and exam monitoring systems. 
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