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This study utilizes a comprehensive dataset that encompasses 
variables reflecting temperature, humidity, precipitation, 
inventory levels, transportation modes, freshness scores, and 
ripeness scores. Compiled from various mango farms across 
different markets, this dataset provides a robust foundation 
for our analysis. To develop predictive models, we employed 
several machine learning algorithms, including Support Vector 
Machines (SVM), K-Nearest Neighbors (KNN), Random 
Forests (RF), and Decision Trees (DT). We divided the dataset 
into training and testing sets, using an 80-20 split for training 
and testing subsets, respectively. Model performance was 
evaluated using metrics such as accuracy, precision, recall, and 
F1 score. Our results indicate that Random Forests 
outperformed other models, achieving the highest accuracy, 
precision, recall, and F1 scores. A feature importance analysis 
revealed specific features that contributed significantly to the 
performance improvements of the model. These insights into 
feature importance can aid in refining the model's 
performance, making feature importance analysis a valuable 
component of model evaluation. 

Support Vector 
Machines  
K-Nearest 
Neighbors  
Random Forests  
Decision Trees  
Artificial 
Intelligence  
Radial Basis 
Function  
Euclidean 
Distance  
Receiver 
Operating 
Characteristic  
Area Under the 
Curve  

(SVM) 
 
(KNN) 
 
(RF)  
(DT) 
(AI) 
 
(RBF) 
 
 
(ED) 
 
(ROC) 
 
(AUC) 

 

Keywords: Artificial Intelligence (AI), Mango, Supply Chain Optimization, Agricultural 

Predictive Modeling. 

     

 
 

   

    
 



                                International Journal of Innovations in Science & Technology 

Nov 2024|Vol 6 | Issue 4                                                                          Page |1914 

Introduction: 
The mango supply chain is a core element of the international agriculture structure than 

a source of living for numerous farmers and a delight for consumers worldwide. Mango as the 
queen of fruit varieties is not only valued for its exquisite taste but also for its nutritional quality. 
Mango has a special place in the fruit market. While mango remains a favorite commodity. The 
mango supply chain faces a wide range of problems that are among the causes of its inefficiency 
and low returns on investments [1]. However, the main problems are related to the nature of 
mango, which is seasonal and as a result has fluctuations in the quantity and quality during the 
year. In addition to the inherent perishability of mangoes, the short shelf life that quickly 
diminishes their quality and freshness is the constant challenge that inevitably occurs throughout 
the supply chain. Ahead of that, external factors like unpredictable weather, period market 
requirements, and logistics difficulties create further barriers in the more complicated mango 
distribution [2]. The traditional techniques of the mango supply chain in the market are highly 
likely to be inadequate because they are not precise and have a low level of adaptability which is 
the nature of the complexities of the industry. The existing processes and human-oriented 
decision-making that were once efficient are now hindering progress, which leads to limited 
results and inefficiencies in supply chain management. 

Mango is among the prominent fruits that anchor the agricultural sectors across global 
economies for local use and export. Nevertheless, the mango supply chain is an important 
subsector in the global economy, but the supply chain experiences various problems that are 
attributed to the fluctuations in demand, the complex logistics, and the lack of proper decision-
making systems [3]. Through the use of AI-based solutions, key players will be able to receive 
analytics, and suggestions that are driven by intelligence that in turn enable data-based decision-
making, efficient resource allocation, and reduced risks that are inherent in the operations of the 
mango supply chain. Besides, the advent of emerging technologies like (IoT) devices and 
blockchain creates a platform to trace, ensure transparency, and account for activities 
throughout the supply chain [4]. In the background of this, the study aims to investigate the AI-
based solutions that can be applied to the mango supply chain system which involves various 
challenges. This is not just about searching for existing inefficiencies and cost-saving options 
but it is a way to build a strong foundation for future growth and to survive the changes in the 
mango market system. Several issues need to be addressed in the mango supply chain, beginning 
with the complexity of its ecosystem which consists of seasonality and perishability among many 
other challenges. The conventional supply chain management models fail to address the dynamic 
nature of mango production, distribution, and sales, which results in undesirable consequences 
such as overstocking, underutilization of resources, and high wastage [5]. 

Intensities of a mango supply chain in most cases lead to extra expenses that are incurred 
as a result of overstocking, unsuitable transportation routes, and poor inventory management. 
The research is based on the AI-driven solution approach thus it has high hopes for cost 
reduction. Through the improvement of routes, the erosion of inventory holding costs, and the 
restoration of quality-related losses, stakeholder might accomplish substantial savings as their 
service levels and product quality can be maintained [6]. Customer delight is an essential factor 
in the fast-paced mango market. Time-efficient and top-notch quality mangoes are mandatory 
to meet the consumers' expectations. AI can be employed to accurately forecast demand and 
also ensure the necessary quality controls, all of which are geared towards customer satisfaction. 
Stakeholders can achieve this by offering fresh mangoes and minimizing quality issues, creating 
a platform upon which consumers can trust and, hence, being able to compete favorably in the 
market [2]. In the modern agriculture landscape, sustainable production has become more and 
more essential. Inefficient supply chain operations not only bring economic losses but also are 
the cause of environmental deterioration due to the production of more waste and the use of 
extra resources. AI-based drive solutions can be very effective in terms of process improvement 
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as well as a sustainable supply chain of mangoes. Stakeholders can help in the realization of long-
term sustainability goals by encouraging resource conservation and decreasing the amount of 
pollution. This will be done without the need to go against profitability [3]. AI-powered 
optimization of mango, supply chain management is a new and important trend with the 
potential to influence the future of supply chain management practices efficiently. The research 
can capitalize on the latest technologies and data-centric approaches to this effect, which 
advances the state of the art in supply chain management approaches. The outcomes and 
exemplary findings of this research have the possibility of applying to different industries, 
facilitating the emergence of new ideas and encouraging continuous improvements in global 
supply chain management [4]. This study has a leading thrust to bridge the gaps and inefficiencies 
in the mango supply chain. However, the mango value chain has a highly significant role in the 
agricultural sector yet it experiences many complexities such as seasonality, perishability, and 
demand volatility. The aforementioned methodologies tend to fail to efficiently handle these 
problems, therefore leading to an increase in waste, higher costs, and poor performance. AI-
based algorithms benefit the stakeholders by utilizing machine learning, predictive analysis, and 
business intelligence in the ability to forecast the shift in the demand and supply gap, inventory 
management and supply chain management more efficiently [7].  

Furthermore, new recommendation systems that have been developed from the latest 
AI-based models are novel for the continuous development of individual and contextual 
management for the stakeholders of the mango chain. Therefore, it can be concluded that there 
is a great opportunity to transform the value creation in the mango industry by using AI 
technologies, including the improvement of its profitability, sustainability, and adaptability to 
the changes in the market environment [8]. Although this study is an effort at categorization and 
description of the mango production, distribution, and consumption system, it aims at providing 
new solutions generated in the form of algorithms and decision support systems that are useful 
to the players in the industry. Besides, since the study adopts mobile application technologies in 
the research, the study seeks to ensure that the AI information is availed to farmers, distributors, 
and retailers as they make decisions in the field. Therefore, this study will play a role in 
developing a connected and efficient supply chain for mangoes to promote the flow of 
socioeconomic values and to transform the sector to stand the global challenges [9]. Inventory 
control is also underlined in the study; attention is also paid to the identification of activities that 
may be pursued to increase the rate of stock turnover without a negative influence on the ability 
of the organization to meet client’s demands. As such, by applying the AI-based approach, the 
stakeholders can reduce the holding cost and avoid stock-outs while identifying the right 
replenishment method to satisfy the customers’ demand using the overall lowest cost [10].   

The mango supply chain exists in a system environment where it is confronted with 
issues such as seasonal and perishable products. Thus, applying AI techniques to the analysis of 
this study will help to achieve a substantial increase in the efficiency of operations at all stages 
of the supply chain. By using sophisticated demand planning, route planning, inventory 
planning, and quality planning, the stakeholders can eliminate redundancies, minimize wastage, 
and enhance the utilization of resources [11]. The application of AI techniques has the potential 
to improve the quality of foods and fruits such as mangoes. The authors in [12] also explain how 
AI can enhance the quality of food through modeling. Their study supports the use of artificial 
intelligence solutions in the improvement of different factors affecting the food supply chain, 
such as food quality and product development. The research study to design recommendation 
systems with the help of AI technologies such as machine learning, and predictive analytics 
would control the flow of inventory and the routes of distribution by the trends observed in the 
market. This AI recommendation will help the stakeholders in the mango chain to execute their 
activities with low operation costs, less wastage, and high productivity [13]. By implementing the 
AI approach in the mango supply chain, it will be ready to meet the current demand as well as 
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be ready to evolve in the ever-changing business environment [14]. The research conducted by 
[15], was intended to open new horizons in the management of the mango supply chain by 
incorporating AI technologies. This study therefore aimed at compiling a global database of the 
factors that affect mango production, distribution, and consumption using a rich variety of data 
sources such as satellite images, IoT sensors, and market intelligence reports. Therefore, using 
deep reinforcement learning and swarm intelligence optimization, the author attempted to 
design adaptive recommendation systems for enhancing the key supply chain processes in real-
time. By applying these AI recommendations, the stakeholders in the mango chain could 
improve productivity, reduce losses, and thereby provide better quality fresh mangoes to the 
global consumers.  

To assess, how the application of AI-based supply chain recommendations can 
revolutionize mango distribution. Thus, based on big data including factors like harvest yields, 
transportation logistics, market tendencies, and consumer preferences the author created 
complex AI algorithms to enhance distribution procedures. Predictive analysis and optimization 
were used to give the stakeholders suggestions on the best distribution routes, warehouse 
locations, and inventory stocking levels. Through implementing these recommendations, the 
author sought to transform mango distribution through the use of AI by increasing the efficiency 
of operations hence cutting costs while at the same time increasing the levels of satisfaction 
among customers hence a competitive edge in the market [16]. The developed AI 
recommendation system aimed at improving supply chain visibility, transparency, and 
traceability by using real-time data streams from IoT sensors and blockchain-enabled traceability 
systems. This intelligent approach to implementing AI can help the stakeholders in the mango 
supply chain to make better decisions on time concerning the quality of the products, the 
location of the products, and the level of compliance with the set standard [17] [18]. With the 
help of AI, recommendation systems for partners were given real-time information about the 
distribution channels, the best inventory management, and delivery schedule. According to the 
recommendations made by the author, he sought to transform mango distribution strategies 
through the simplification of distribution channels, reduction of transport costs, and 
improvement of the supply chain’s flexibility to deliver better, fresher mangoes to consumers 
around the globe [19][20][21][22][23]. 

AI technology is becoming the engine of the mango supply chain with the potential for 
transforming its existing operations and addressing the numerous challenges the industry is 
facing. AI technologies comprised of machine learning, predictive analytics, and optimization 
algorithms to improve decision-making processes get the best from resource allocation, and 
manage the risk associated with unpredictable factors like weather conditions and market 
fluctuations exist [24]. The combination of IoT devices and blockchain technology offers great 
opportunities in the field of tracking, transparency, and building trust within the supply chain 
system [25]. Therefore, the research objectives are derived from the possibility of developing 
AI-based inventions that can respond to the mango supply chain’s specific setbacks, and as a 
consequence, make operations more efficient, minimize waste, and improve the overall output. 
The mango supply chain is heavily loaded with complexities that are the result of its seasonality, 
the fruits’ short shelf life, and the uncontrollable nature of consumer demand. Using the 
backbone of the traditional supply chain the management turns out to be very difficult for the 
challenges, which leads to the inefficiency issues like overstocking, underutilized transports, and 
excessive waste [26]. One of the studies recommended upgrading the existing low-cost 
equipment, tools, and practices by using AI-based algorithms to allow actors to maximize their 
incomes and achieve the objective of loss reduction [27]. An online supply chain system 
comprised of the blockchain network makes use of smart contracts and it is accessible to the 
stakeholders of the supply chain to ensure trust and authenticity. Thus, farmers will be able to 
reduce losses, and get profits through direct access to retailers, consumers, etc. [28]. Hence, the 
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absence of correct forecasting tools on the one hand makes the problem more serious, and on 
the other hand, it results in a wrong allocation of resources and missed revenue growth 
opportunities. These challenges therefore make stakeholders in the mango industry struggle to 
find ways of dealing with these issues while at the same time trying to compete and remain 
profitable in the market. While recognizing the urgent call for novel techniques and approaches, 
the study intends to use AI as a force for change, revolutionizing the mango supply chain. 
Utilizing Artificial Intelligence methods like machine learning, predictive analytics, and 
optimization algorithms, the focus is to build a system that can generate intelligent 
recommendations based on various parameters of the supply chain, beginning from 
procurement to distribution. The AI-driven approach that combines diverse data sources 
including weather forecasts, market trends, and historical sales figures is intended to provide 
decision-makers with useful information that will lead to better decision-making. Given a set of 
locations representing mango distribution centers and the distances between them, the task is to 
find the most efficient route for delivering mangoes to customers while minimizing 
transportation costs. 

This research study focuses on optimizing various aspects of the mango supply chain 
using (AI) techniques, including demand forecasting, route optimization, inventory 
management, and quality control. The scope encompasses the development and implementation 
of AI-based models and algorithms tailored specifically to address the unique challenges faced 
by stakeholders within the mango industry. Furthermore, the research explores the integration 
of emerging technologies such as IoT devices and blockchain to enhance traceability, 
transparency, and trustworthiness in the supply chain ecosystem.  
Mathematical Formulation:  

Let N be the set of locations (distribution centers and customers), and cij be the distance 

between locations i and j. The objective is to minimize the total distance traveled while visiting 
all locations exactly once by using a mathematical equation: 

minimize ∑    n
i=0 ∑  n

j=1 j≠1 cijxij       (1) 

Subject to ∑  n
j=1 j≠1 xij = 1, for all i, where xij is a binary decision variable indicating 

whether 
there is a connection between nodes i and j. 

∑   n
i=0 i≠j xij = 1, for all j, where xij is a binary decision variable indicating whether there is a 

connection between nodes i and j. 

Here, Xij is in binary form, representing whether there is a connection between nodes i and j. 
The objective function aims to minimize the total distance traveled. The expression 

∑    n
i=0 ∑  n

j=1 j≠1 cijxij computes the total distance by summing the distances between all pairs of 

locations multiplied by binary decision variables xij, which indicates whether there is a 

connection between locations 𝑖 and 𝑗. By minimizing this objective function subject to the 
constraints, we can find the optimal route for delivering mangoes, ensuring efficient distribution 
and minimizing transportation costs.  
Objectives: 

The primary objective of this study is to apply and evaluate machine learning 
techniques in quality control of the mango supply chain. Specifically, we aim to classify mango 
quality based on temperature, humidity, and transportation conditions, ultimately leading to 
enhanced customer satisfaction and reduced defective products. 
Novelty Statement: 

This study contributes to the understanding of predictive modeling in agriculture and 
food supply chains by evaluating different machine learning models and analyzing their 
performance and feature importance. Our novel approach involves applying machine learning-
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based algorithms for route optimization, identifying critical features, and recommending best-
fit models to drive better decision-making and resource allocation in mango farming and 
distribution processes. 
Materials and Methods: 

Our dataset, obtained from Kaggle, comprises multiple attributes, including weather 
conditions, food inventory levels, logistics, quality control, and market demand trends. We 
aimed to acquire a comprehensive dataset covering various aspects of mango production and 
supply chain management. 
Data Sources: 
Weather Forecast Data: Temperature, humidity, and precipitation data were obtained from 
meteorological offices or online weather services. This information is crucial for determining 
the condition and ripeness of mangoes during transportation. 
Market Demand Trends: We conducted market surveys to determine product demand data, 
including the number of mango units required by identified sales outlets. This data was 
obtained from market reports, industry databases, or past sales records analysis. 
Transportation Logistics Data: Logistics-related data, such as routing (distance to market 
and transportation mode), were collected from transport and logistics firms or providers. 
Inventory Levels Data: Logistic data on inventory levels, depicting the amount of mangoes 
at different stages of the supply chain, were gathered from internal sources, such as growers, 
distributors, and retailers. 
Quality Control Metrics Data: Quality control metrics, including freshness and ripeness 
scores, were monitored using sensors or manual checks at various checkpoints, such as 
warehouses, during transportation, and at retail points. 

Table 1 Feature Description Table 

Feature Description 

Temperature (°C) Ambient temperature in Celsius 

Humidity (%) Relative humidity in percentage 

Precipitation (mm) Amount of precipitation in millimeters 

Market Demand Number of mango units demanded 

Distance (km) Distance to market in kilometers 

Transportation 
Mode 

Mode of transportation (e.g., Truck, Ship, Air) 

Inventory Levels Number of mango units available in inventory 

Freshness Score Quality metric indicating the freshness of mangoes (range: 0-1) 

Ripeness Score Quality metric indicating the ripeness of mangoes (range: 0-1) 

Recommendation Binary variable indicating whether a recommendation should 
be made (0 or 1) 

Table 1 presents the dataset features description along with the units. These key variables 
all together form the basis for constructing a kind of model to generate a set of 
recommendations for improving the entire mango supply chain. Figures 1-7 [30] represent the 
dataset features, their distribution, correlation, box plot etc. To this end, Figure 1 gives the 
distribution in terms of the histogram of each feature in the dataset, where, the subplot shows 
the distribution of one of the features, which helps to get an understanding of the distribution 
of the data and potential outliers. Figure 2 provides the correlation matrix that signifies the 
correlation coefficient between the features of the dataset. It gives the correlation matrix that 
shows how the variables are related allowing one to detect multi-collinearity and features to use 
in the predictive modeling. In Figure 3, the distribution of each feature was then represented 
using the so-called box plots. The box plots give information regarding the median of the data, 
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variability, and symmetry of the data as well as the presence of outliers. Figure 4 builds upon the 
correlation map by narrowing down the analysis to numerical variables in the dataset. It offers a 
clear look at the association between two or more numerical variables, beneficial in establishing 
the right relation for prediction. Figure 5 demonstrates the distribution of the numerical features 
either through histograms or density plots. It is useful in determining the shape of the 
distribution, and the presence of any outliers as well as measuring the spread of a set of numerical 
data. In Figure 6, the distribution of the target variable is represented. It helped in understanding 
whether the classes were balanced or imbalanced in the given target variable which is important 
in data analysis before modeling. Figure 7 represents distribution relation plots, which are used 
to display the relationship between different variables of the dataset. Such plots can be scatter 
plots, pair plots, or any other kind of plots that would assist in finding out the patterns and 
relations between features. 

 
Figure 1. Distribution of features [23] 
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Figure 2. Correlation Map [25] 

 
Figure 3. Box plots for each feature [24] 
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Figure 4. Correlation Map: Distribution of numerical features [24] 

 
Figure 5. Distribution of numerical features [25]
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Figure 6. Distribution of the target variable [26] 

 
Figure 9. SVM Confusion Matrix 

 
Figure 10. SVM Performance Metrics 

 
Figure 11. SVM ROC AUC 

 
Figure 12. SVM Learning Curves 

 

 
Figure 13. KNN Performance Metrics 
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Figure 14. KNN Confusion matrix 

 
Figure 15. KNN ROC AUC 

 
Figure 16. KNN Learning Curves 

 
Figure 17. RF Performance Metrics 

 
Figure 18. RF Confusion Matrix 

 
Figure 19. RF ROC AUC 
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Figure 20. RF Learning Curves 

 

 
Figure 21. DT Performance Metrics 

 
Figure 22. DT Confusion Matrix 

 
Figure 23. DT ROC AUC 

 
Figure 24. DT Learning Curves 

 
Figure 25. Comparative Accuracy 
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Figure 26. Comparative ROC-AUC 

 
Figure 27. Comparative Learning Curves for Mango 

Recommendations 

 
Figure 28. Comparative Confusion matrix 
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Figure 7. Distribution Relation Plots [26] 

 
Figure 8. The flow of study diagram 



                                International Journal of Innovations in Science & Technology 

Nov 2024|Vol 6 | Issue 4                                                                          Page |1927 

Machine Learning Models: 
In this section, the models of machine learning including forecasting and analysis taken 

from the dataset are depicted. We walk through the theory, practical details, and evaluation 
Figures of every model respectively. The flow diagram of the study is given in Figure 8. 
 
Support Vector Machine (SVM): 

 SVM is the powerful supervised learning algorithm that conquers these classification 
and regression tasks of machine learning. SVM works by seeking the hyperplane that can 
automatically classify inputs into either two or more classes. Simultaneously, the hyperplane 
which is closest to the center among these classes is preferred as the classifier. The hyperplane 
is formed by the support vectors, which are located on the border of the support vector space, 
close to the hyperplane. 

The SVM’s purpose is to maximize the margin, which is the deliberate gap between the 
hyperplane and the points nearest to their respective classes. Mathematically, the objective of 
SVM is to solve the following optimization problem:  

min 𝑤, 𝑏 
1

2
 ‖𝑤‖2 subject to 𝑦𝑖(𝑤. 𝑥𝑖 + 𝑏) ≥ 1, ∀𝑖     (2) 

where: 

𝑤 is the weight vector. 

𝑏 is the bias term. 

𝑦𝑖 Is the class label of the ith data point. 

𝑥𝑖 Is the ith data point. 
Support Vector Machines (SVMs) are versatile and can handle both linear and nonlinear 

classification tasks using various kernel functions, including linear, polynomial, Radial Basis 
Function (RBF), and sigmoid. The inequality constraint in SVMs ensures that data points are 
correctly classified with a margin of at least 1. 

K-Nearest Neighbors (KNN) is a simple yet effective method for classification and 
regression problems. In KNN, the class label of a data point is inferred based on its nearest 
neighbors. The basic principle of KNN involves locating k nearest neighboring data points to 
the query point using a distance metric. The final result of the class label for the query point is 
determined by the majority class within the individuality of its k nearest neighbors. However, 
KNN is not scalable due to its sluggish algorithm, which requires extra memory and data storage 
compared to other classifiers. 

Random Forest (RF) is an ensemble learning method that involves building multiple 
decision trees and making predictions based on the class or mean estimate of each tree output 
separately. The trees in the random forest are built upon randomly created bootstrap samples 
and feature sample bags. This randomness ensures that the model avoids overtraining, allowing 
for high generalization performance. The outcome of a decision tree forest model is acquired 
by summing up the forecasts made by individual decision forests through averaging or voting 
techniques. 

Decision Trees (DT) are widely used supervised learning algorithms for classification 
and regression tasks. A decision tree recursively splits the feature space into subsets using 
information about the input features through impurity minimization or information 
maximization at each split. The decision tree learning algorithm evaluates different features and 
finds the best one to separate data into the most uncompromised subsets. This function is called 
repeatedly until the tree is either held with the maximum allowed depth or tested again with 
some purity criterion. A decision tree model prediction is achieved by traveling the tree from 
the root node to a leaf node, following the feature values of every input data point until it reaches 
the leaf node. 
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Evaluation Metrics: 
To assess the performance of our models, we employed several evaluation metrics, including 
accuracy, precision, recall, and F1 score. These metrics provide a comprehensive view of the 
model's accuracy and completeness, which are crucial in situations where misclassification costs 
are different for different classes or when the number of objects of the given class is imbalanced 
in a dataset. 
Accuracy: 
Accuracy is the ratio of correctly classified instances to the total number of instances. It 
represents the proportion of correct predictions to the total number of predictions. 
Precision: 

Precision is the ratio of true positive predictions to the total number of positive 
predictions made. It measures the proportion of true positives among all positive predictions. 
Recall: 

Recall, also known as sensitivity, is the percentage of true-positive cases among all 
positive cases. It is calculated as the number of accurate positives to the sum of the number of 
true positives and false negatives. 
F1 Score: 

The F1 score is a measure of the harmonic mean of precision and recall. It balances the 
concepts of precision and recall and is especially useful when the dataset shows class imbalance. 
The F1 score can be computed as: 

F1 = 2 × Precision × Recall / Precision + Recall 
These evaluation metrics provide a comprehensive understanding of the model's performance, 
enabling us to identify areas for improvement and optimize the model accordingly. 
Results and Discussion: 
This section presents the results of experimentation and analysis for evaluating the effectiveness 
of different models based on their predictive capabilities for the target variable. We also provide 
insights into the underlying patterns and relationships within the data. 
Support Vector Machine (SVM): 

Figure 9 illustrates a confusion matrix that demonstrates the model's performance, 
categorizing true positives, true negatives, false positives, and false negatives. As shown in Figure 
10, the SVM achieved an accuracy of 0.869, with a precision of 0.876, recall of 0.845, and F1 
score of 0.860. The Receiver Operating Characteristic (ROC) curve in Figure 11 reveals a 
maximum Area Under the Curve (AUC) value of 0.92. Notably, the SVM learning curves in 
Figure 12 exhibit overfitting on the training data, yet still deliver better performance on the 
testing data. 
K-Nearest Neighbors (KNN): 

KNN attained an accuracy of 0.844, accompanied by a precision of 0.835, recall of 0.838, 
and F1 score of 0.836. Performance metrics for KNN are visualized in Figure 13. Figure 14 
displays a confusion matrix illustrating the model's performance. The ROC curve in Figure 15 
reveals a maximum AUC value of 0.92. The learning curves in Figure 16 demonstrate a training 
accuracy of 91% and a test accuracy of 86%. 
Random Forests (RF): 

As depicted in Figure 17, RF achieved an accuracy of 0.897, precision of 0.905, recall of 
0.876, and F1 score of 0.890. The confusion matrix in Figure 17 illustrates the model's 
performance. The ROC curve in Figure 18 reveals a maximum AUC value of 0.96. Notably, the 
learning curves in Figure 19 demonstrate a training accuracy of 99% and a test accuracy of 91%. 
Decision Trees (DT): 

As shown in Figure 20, DT achieved an accuracy of 0.86, precision of 0.861, recall of 
0.842, and F1 score of 0.851. These metrics were derived from the confusion matrix for DT 
displayed in Figure 21. The ROC curve in Figure 22 reveals a maximum AUC value of 0.86. 
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Notably, the learning curves in Figure 23 demonstrate a training accuracy of 100% and a test 
accuracy of 87.5%. 
Comparative Performance: 

The proposed models were evaluated using various metrics, including error rates, 
accuracy, recall, precision, F-measure, and confidence intervals. Figure 24 illustrates the 
comparative accuracy of the models, enabling a graphical comparison of their predictive 
capabilities. RF exhibits the highest accuracy of 90% among the models. Figure 25 displays the 
ROC curve for RF, revealing a maximum AUC value of 0.96. These curves highlight the tradeoff 
between true positive rates and false positive rates, providing insights into model performance. 
Generalization and Confusion Matrices: 

As we increase the training set size, the generalization of each model to new data is 
evaluated. This assessment enables us to understand how well each model generalizes. The 
confusion matrices for the models are illustrated in Figure 27, providing a comprehensive 
analysis of true positives, true negatives, false positives, and false negatives. These matrices 
facilitate a graphical understanding of the classes or target variables. 
Numerical Evaluation Metrics: 

Table 2 presents the numerical values of the evaluation metrics, including accuracy, 
precision, recall, and F1 score, for each model. 

Table 2: Comparison of Models 

Model Accuracy Precision Recall F1 Score 

SVM 0.869 0.876 0.845 0.860 

KNN 0.844 0.835 0.838 0.836 

Random Forests 0.897 0.905 0.876 0.890 

Decision Trees 0.860 0.861 0.842 0.851 

Table 2 provides a quantitative comparison of the models' performance metrics, 
allowing for a more detailed analysis and interpretation of the results. To this end, RF 
exhibits a better accuracy of 89.7%, Precision=90.5%, Recall=87.6%, and F1-
Score=89.0% as compared to the other models. 

Conclusion: 
This article provides guidelines for developing a machine learning-based mango 

recommendation system. By examining various models and comparison metrics, we identified 
the most effective prediction system for mango quality and market demand. To evaluate the 
performance of different models, we employed metrics such as accuracy, precision, recall, and 
F1 score. Our results showed that Random Forests outperformed other models, achieving the 
highest accuracy, precision, recall, and F1 scores. The robustness and complex data-handling 
capabilities of Random Forests make it an ideal choice for mango recommendation systems. 

Future research directions include integrating a diverse and large dataset, and 
incorporating remote sensing and climate data, to enhance the precision and generalization of 
mango recommenders. We also plan to develop a user-friendly interface for real-time monitoring 
and stakeholder updates on estimated yields. Furthermore, we intend to explore the application 
of deep learning network topologies and adaptive learning rates to train on data clusters, rather 
than the complete dataset, for improved performance. 
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