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This study investigates the authenticity of news with specific training features validating
the same with specific machine-learning techniques. The contents of fake news are
created to make credible information that would create mass opinions and provide a

strong basis to convince the readers or confuse them utterly. The fake information is usually
disseminated using numerous automated algorithms. Therefore, it is very quintessential to
identify the sources and authenticity of such information. With recent advancements in
information communication technology, there exists a cluster of deep knowledge from which
a user intends to retrieve relevant information such as news articles. For data mining and
classification tasks such as fake news classification, the approach of machine learning can be
employed for effective experimentation. To address the raised issues in this study, a
comprehensive and diversified dataset was required that must contain relevant knowledge with
sentiment tags such as authentic and fake news. To fulfill the same, a corpus comprising over
44k authentic and fake news items is collected. The current study demonstrates that bagging
with an extra tree classifier yielded better classification accuracy as compared with multiple
existing studies and other classification algorithms. Moreover, this study emphasizes news
classification as fake or authentic using data mining and analytics.

Keywords: Fake News; Misinformation; Feature Extraction; NLP; Ensembling.

NOISIAI

) IPIndexin Satle, i R RESEARCHBIB (2 N
Q Indexing Pvrtalg .. o _.o' CiteFactor ACADEMIC RESOURCE INDEX X 3 @ I DEAS
JOURNALS RTINDEXINC ili iNFOBASE INDEX
A I@/ MASTER LIST /S s e e sy @ Sci llt
1 . G [T
DRIT | PQ|Researchcate  WIKIDATA 7
DRJI Crossref L St

Feb 2025 | Vol 7 | Issuel Page | 462


mailto:mubaid63@gmail.com
https://doi.org/10.33411/ijist/202571462478

International Journal of Innovations in Science & Technology

Introduction:

The concept of fake news existed long before the emergence of the internet and
modern computing technologies. The transition from traditional media to social media has
significantly accelerated information dissemination, acting as a catalyst for the rapid spread of
both authentic and fake news [1][2]. Fake news completely convinces the reader that authentic
news is not credible and can lead to a negative impact on society at large. Fake news is
deliberately crafted to appear credible, influencing public opinion and either persuading
readers or causing complete confusion. Misinformation directly affects investment plans, the
stock market, and reactions to natural calamities [3] During the 2016 U.S. Presidential
elections, social media platforms played a significant role in spreading fake news and
misinformation, potentially influencing the election outcome. Some examples include
misleading claims about Hillary Clinton's health and the false report that Pope Francis had
endorsed Donald Trump. [4]. Similarly, In the year 2020, During the COVID-19 Pandemic,
The Misinformation regarding the origins of the virus, possible cures, and the safety of
vaccines presented a lot of confusion, panic, and distress. Distorted facts regarding the
discovery of various treatment techniques and the effectiveness of hydroxychloroquine
contributed to medicine shortages and negatively impacted patients. Similarly, some automated
algorithms also disseminate misinformation. Therefore, it is crucial to identify the content and
sources of such information [5]. Multiple organizations such as MI'T’s CSAIL have developed
algorithms to identify fake and authentic information [0].

With a recent advancement in the domain of information communication technology,
a vast repository of knowledge has emerged, allowing users to retrieve relevant information
efficiently [7]. To retrieve this knowledge, a user has to perform certain operations, such as
data mining. Data mining has emerged as a powerful tool for solving analytical problems such
as decision-making, which enables a particular organization to gain a competitive advantage in
the corporate sector. Data mining algorithms can be implemented to extract desirous
information from a large data repository, such as fake and authentic news [8]. With recent
developments in the domain of deep learning [9], the capability of a learning algorithm to
analyze a particular text has been improved significantly [10]. Using advanced learning
techniques could be an effective tool for conducting in-depth research. Another study
proposed a mechanism to investigate the credibility of tweets or news with a specific pool of
features using certain learning algorithms [11].

Researchers in [12] proposed a novel algorithm that detects unauthentic information
in multiple languages including German, Slavic, and Latin. The authors of this study evaluated
their algorithm on different corpuses namely Fake-Br-Corpus, Twitter-BR, but-lifestyle, Fake-
News-Data, and Fake-Or-Real-News respectively. Moreover, this study was conducted on an
Italian language-based dataset containing 300k news and more than 50k posts extracted from
multiple web pages and blogs providing fake or incorrect facts. The proposed technique
achieved an accuracy of 91%  testing accuracy with 77% training accuracy. However,
prediction of fake news based on machine learning techniques can be enhanced by identifying
the elements that negatively impact the information [13].

Similarly, another study conducted vigorous experiments on renowned social media
platforms such as Weibo and Twitter. The proposed technique can detect fake news with 90%
accuracy within 300 seconds of its dissemination. However, this technique was evaluated on a
small news corpus containing 2282 news articles related to US elections which restricted the
real-world potential of this work [14]. The evaluation was conducted using a random forest
classifier which reported an 85% accuracy rate. To assess diversity, the proposed approach
should be evaluated on a large corpus [15]. Similarly, another platform for the identification
of fake news based on a deep learning model can be found in [16]. In this platform, authors
have utilized publicly available LIAR datasets to classify different news items. As per study
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results, the proposed approach has reported 86.12% accuracy with an average recall and
precision of 86% [17][18]. The study evaluation also demonstrated that the proposed model
achieved 85.86% accuracy on the BuzzFeed dataset and 88.64% on the PolitiFact dataset. The
accuracy can be improved by adding more datasets. However, feature extraction is not
demonstrated in this study [19]. Meanwhile, another work [20] proposes a technique to classify
take news using a deep neural network. The major aim of this approach is to classify fake news
based on the length of the sentence.

Machine learning techniques generate higher accuracy [21] and therefore, this study
examines if authentic news is more likely to be true than program-generated news. Therefore,
for data mining and classification tasks; the machine learning approach has proven its
significant effectiveness [22][23] such as feature extraction-based news classification [15][24].
Numerous studies have performed news classification using learning approaches; however,
the availability of a proper dataset is a major concern [25] because of the evolving nature of
news articles. Furthermore, the availability of a comprehensive and diversified dataset is a
general requirement in almost every learning approach. Moreover, these techniques suffer
from certain poor or insignificant accuracy. The reason for insignificant accuracy can be the
usage of an imbalanced dataset or the selection of an unimportant pool of features. To address
these concerns and evaluate the proposed approach, a comprehensive and diversified dataset
was required that should contain labeled news items as authentic and fake. For that reason, a
diversified corpus containing fully mapped 44,898 news items has been collected to evaluate
the proposed approach. The reason for this selection is multi-fold: first, it contains a
comprehensive and varied dataset and it is publicly available. In addition, the current study
focuses on the classification of news items as fake or authentic using data mining. Moreover,
the classification technique is implemented using enormous approaches to given testing and
training datasets.

Problem Statement:

Fake news poses a significant threat to individuals, societies, and democratic processes
by disseminating false or misleading information, eroding trust in credible news sources, and
distorting public opinion. The challenge lies in designing and implementing sophisticated
algorithms and techniques that can accurately and efficiently distinguish between genuine and
fake news articles, considering the evolving nature of deceptive tactics employed by purveyors
of misinformation. By addressing this problem, researchers aim to safeguard the integrity of
information, restore trust in reliable sources, empower individuals to make informed decisions
and preserve the foundations of a well-informed and democratic society.

Research Contribution:

o To propose an ensemble-based approach for the classification of fake news.

. To utilize enormous natural language approaches such as tokenization, stop-
word removal, punctuation removal, and stemming for pre-processing of new datasets.
o To extract a large pool of feature sets containing both numerical and textual
values from a large news dataset for learning algorithms.

. To employ an ensemble approach such as bagging to enhance the accuracy of
fake news classification.

. To evaluate the performance of the ensemble approach on the fake news
dataset.

o To compare the effectiveness of the ensemble approach with another state-of-
the-art learning algorithm.

. To demonstrate the impact of ensemble-based classifiers over individual
classifiers.
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Material and Methods:

To address the identified challenges in this study, the methodology outlined in Figure
1 is employed. It comprises multiple phases, including dataset collection, data pre-processing,
textual and numerical feature extraction, and the implementation of data mining classifiers
such as Random Forest, Decision Tree Classifier, and Bagging Decision Tree Classifier. In
the last phase, mining algorithms were evaluated using multiple quantitative measures such as
Accuracy, Precision, Recall, and F-Measure.
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Figure 1: Proposed Methodology Diagram
To effectively evaluate a specific mining approach, a benchmark dataset is required
[26][27], ensuring it encompasses all relevant types of information. Thus, a corpus comprising
authentic and false news items was selected from Victoria University, which provides a fully
mapped dataset. The rationale for this selection is multifaceted, as it offers a comprehensive
corpus of over 44,000 false and authentic news items across multiple subjects, as illustrated in
Figures 2 and 3. Additionally, it is an open-source dataset.
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Figure 2. Visual Analytics of Fake News Dataset.
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Figure 3. Subject-wise visual analytics of fake news dataset.
Initially, this dataset contains three attributes including news title, news body, and class.
The dataset contains two types of articles; fake and real News. The dataset was collected from
real-world sources; the truthful articles were obtained by crawling articles from Reuters. The
fake news articles were collected from different sources including unreliable websites that were
flagged by PolitiFact (a fact-checking organization in the USA) and Wikipedia. The dataset
contains multiple articles on numerous topics; however, the majority of articles focus on
political and World news topics. A class attribute presents the nature of each news article as
authentic or false, which is very significant in classification as ‘Fake’ or ‘Authentic’. The textual
class can be encoded using the scheme proposed in Table 1.
Table 1. Encoding Scheme for Textual Class.
St. # Class Encoded Value
1. Fake 0
2. Authentic 1
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Figure 4. A flow chart explaining basic pre-processing steps.

° Tokenization: Tokenization is the process of splitting a text, document, or character
sequence into multiple words [28]. These tokens can be in the form of sentences, characters,
or individual words based on application requirements. For example, output from string ‘He
loves data science.” can be [‘He’, ‘loves’, ‘data’, ‘science’, “.’] where ‘He’, ‘loves’, ‘data’, ‘science’

and ‘. are individual tokens. Tokenization plays a significant role in natural language and text-
processing applications.
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. Stop-word Removal: Stop-word removal is a technique used in text processing
applications that involve the elimination of common words such as ‘is’, ‘am’, ‘are’, ‘or’, ‘the’,
‘a’, etc. from a text corpus [29]. Stop words are common words in language that do not convey
any significant meanings. The stop-word removal technique is commonly used to eliminate
noise and reduce high text dimensionality, making the text corpus more meaningful. For
instance, applying this technique to the sentence "He loves data science." may result in "loves
data science."

. Punctuation Removal: In a natural language, punctuation is a collection of symbols
such as “, “, “I” etc. which are being utilized to make more meaningful sentences. In text
mining or text processing applications, it is generally required to have a properly cleaned
dataset in terms of removed punctuation marks because they create noise while processing any
text. Thus, it is quintessential to clean the data corpus in terms of punctuation marks to have
more effective results. For example, output from the string loves data science.” can be loves
data science’. In this study, all punctuation marks are removed from the text corpus. Figure 5

presents a visual illustration of removed punctuation marks.
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Figure 5. Visual Illustration of Removed Punctuation Marks.
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. Stemming: Stemming is a text normalization technique that reduces words to their
root form by retaining the core part of the word while removing suffixes, prefixes, and other
variations [30]. The basic purpose of stemming is to convey its actual meaning. For example,
the output from the string ‘loves data science’ can be loves data science’. The basic purpose
of stemming is to consolidate words with the same meanings and reduce text dimensionalities.
In this study, stemming is performed using snowball stemmer [31], which is ideal for fake news
datasets as it reduces words to their root forms, standardizing informal language, slang, and
mixed-language usage such as "gonna" to "go" or "wanna" to "want.". This capability improves
text analysis tasks like sentiment analysis and topic modeling, enhancing content
understanding and classification.

o Feature Extraction: The process of feature extraction refers to the transformation of
raw data into numerical features because learning algorithms can only process numerical
features. Therefore, it transforms raw data into numerical features while preserving
information in its original dataset. This approach yields better accuracy than directly applying
machine learning to raw data. Feature extraction can be further classified into two
subcategories such as manual and automated feature extraction. Manual feature extraction is a
process that requires identifying and describing features that are relevant to a given problem
and implementing a way to extract those features. In numerous scenarios, a better
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understanding of the problem domain or background can help in informed decisions to extract
useful features. Over the decades, researchers have proposed feature extraction techniques for
images, signals, and text.

Similarly, automated feature extraction is a process that requires specialized algorithms
or deep neural networks for automatic feature extraction from text, signals, and images without
the need for human intervention. This technique is very effective when you quickly want to
input raw data to develop machine learning algorithms. The wavelet scattering is an example
of automated feature extraction. Table 2 presents twenty-six numerical features that are
automatically extracted using Spacey-API to conduct this study.

Table 2: List of Automated Extracted Numerical Features.

Sr. Feature Name Feature Type Category
#
1. | Word Count Numerical
2. | Sentence Count Numerical
3. | Character Count Numerical
4. | Sentence Length General Features | Numerical
5. | Average Word Length Numerical
6. | Average Sentence Numerical
Length
7. | Count of Countries Numerical
8 Persons Numerical
. | Products Numerical
10. | Work of Arts Numerical
11. | Languages Numerical
12. | Time Numerical
13. | Money Numerical
14. | Cardinal Numerical
15. | NORP Name Entry Numerical
16. | Organizations Recognition Numerical
17. | Locations Features Numerical
18. | Events Numerical
19. | Date Numerical
20. | Law Numerical
21. | Quantity Numerical
22. | Otdinal Numerical
23. | Polarity Numerical
24. | FAC Numerical
25. | GPE Numerical
26. | Class Numerical

Learning Algorithm: Machine learning is an effective approach that can be employed
for prediction and classification tasks [22] such as feature extraction-based news classification.
Therefore, in this phase, we implemented a machine learning approach utilizing various

Feb 2025 | Vol 7 | Issue 1 Page | 468



OPEN (5 ) ACCESS

International Journal of Innovations in Science & Technology

methodologies, including Decision Tree, Random Forest, and Regression, for
experimentation.

Decision Tree: A decision Tree is a renowned classification and prediction algorithm

that follows a tree-like data structure for the decision-making process [32]. These algorithms
are developed by partitioning data through recursion, where each node indicates a decision
based on relevant features and the leaf node leads to a particular outcome. Decision trees can
effectively handle both numeric and categorical values. It also provides robustness to noise
and missing values.
. Random Forest: Random Forest is an effective and hybrid machine learning
algorithm that utilizes both decision trees and an ensemble learning model [33]. A random
forest is usually a cluster of decision trees where each tree is constructed independently using
randomly selected features at each node. During prediction, outcomes from all decision trees
are combined through averaging. Random forests are also known for their capability to handle
complex and diverse datasets and overfitting problems.

° Extra Tree: The extra Tree learning algorithm is a variant of random forest that
enhances the tree-building process through randomization [34]. Unlike random forests that
consider a subset of features at each node, Extra Trees randomly select feature thresholds
without evaluating various splitting points. This additional randomization in the split selection
makes Extra Trees even more robust against overfitting and noise in the data.

° Assembling Approach: An ensemble approach is a hybrid approach that combines
individual learning models to make enhanced prediction or classification [35]. An ensemble
leverages the diversity and collective intelligence of multiple models to enhance overall
performance and robustness. In machine learning, an ensemble approach can be implemented
using multiple sub-approaches such as Bagging, Boosting, Voting, and Stacking. In this study,
we implemented an ensemble approach using bagging with Decision Tree and Bagging Extra
Tree to enhance classification performance and robustness.

Quantitative Evaluation:

In this study, machine learning approaches were implemented using multiple algorithms that
include Random Forest, Bagging Decision Tree, Bagging Extra Tree, and Decision Tree. For
testing and training purposes, the dataset was converted into two parts a training dataset and
a testing dataset. All implemented learning algorithms were evaluated using four mathematical-
based evaluation measures such as accuracy, f-measure, precision, and recall scores using

equations 1 — 3.

.. True Positive
Precision = — — ey
True Positive+False Positive
True Positive
Recall = — - @)
True Positive+False Negative
©)

2 X (Precision X Recall)

F-Measure =

Precision+Recall
Experimental Results:

Figure 6 represents the performance of the Decision Tree model using four
quantitative evaluation metrics such as accuracy, precision, recall and F-measure. The y-axis
indicates a score that is currently ranging from 0.0 to 0.9 where each bar illustrates the highest
possible score for each measure. Similarly, each evaluation metric is distinguished using a
distinguishable hatching pattern that visually illustrates a performance variance. Notably, a
Recall of 0.85, while Accuracy = 0.80, Precision = 0.88, and F-Measure = 0.82 were recorded
from this model.
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Figure 6: Performance graph of Decision Tree.
Figure 7 illustrates the performance of the Random Forest model which shows that
this model has reported an accuracy score of 0.88. Meanwhile, precision = 0.80, recall = 0.86,

and the f-measure score of 0.85.
Performance of Random Forest
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Figure 7: Performance graph of Random Forest
Figure 8 highlights the maximal performance of the Bagging Extra Tree model using
a visual illustration below. From the obtained chart it can be observed that this model has

reported the highest accuracy score of 0.95. Meanwhile, 0.90 as a precision score, a higher
possible recall and f-measure scores of 0.95 and 0.93 significantly.
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Figure 8: Performance graph of Bagging Extra Tee.
Figure 9 presents a comparison of obtained quantitative measures from the Bagging
Decision Tree model. From this graph it can be observed that it has reported a precision of
0.86, meanwhile, 0.89 as the recall score, an f-measure score of 0.88, and an accuracy of 0.85

simultaneously.
Performance of Bagging Decision Tree
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Figure 9: Performance graph of Bagging Decision Tee.

Figure 10 presents a precision-based comparison of all implemented approaches. For
instance, Random Forest achieved a precision of 0.86, while Decision Tree scored a precision
of 0.88. Similarly, the Bagging Decision Tree achieved a precision of 0.86, while the highest
precision score of 0.90 was recorded for the Bagging Extra Tree Classifier.
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Figure 10. Comparison of Learning Approaches in Terms of Precision.

Figure 11 illustrates a recall score-based comparison of learning algorithms wherein
the lowest recall score of 0.85 was recorded for the Decision Tree. Similarly, a recall score of
0.86 from the random forest and 0.89 from the bagging decision tree. However, the highest

T
Decision Tree

possible score of 0.95 was observed from bagging the extra tree classifier.
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Figure 11. Comparison of Learning Approaches in Terms of Recall.

The f-measure score-based comparison is shown in Figure 12 which explains that the
highest possible f-measure score of 0.93 was recorded from bagging extra tree classifier.
Moreover, the decision tree reported a lowest f-measure score of 0.82. The f-measure scores
of 0.85 and 0.88 were noted from random forest and bagging decision tree classifiers.
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Figure 12. F-measure score-based comparison of all implemented approaches.

All obtained accuracies from the implemented techniques are visualized in Figure 13
which shows that a decision tree reported a lowest accuracy score of 0.80. Meanwhile, bagging
decision trees and random forests reported accuracy scores of 0.85 and 0.88. However, the
bagging extra tree classifier reported the highest score of 0.94.
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Figure 13. Comparison of Learning Approaches in Terms of Accuracies.

Table 3 provides a comparison between the proposed approach and the previously
established methods in this domain. The proposed model outperformed previous approaches
with a higher accuracy of 94% subsequently. These studies have multiple issues like lower
identification accuracy, incorrect identification of news articles, low number of tuples in
employed datasets, and a lack of proper feature extraction techniques.

Table 3: Comparison of Proposed Work with Existing Works.

Ref. Paper Title Dataset Accuracy
[12] TwitterBR,
Fake news detection in | FakeBrCorpus, Fake
multiple platforms and | News Datal, Fake Or 79%
languages Real News, and btv
lifestyle dataset
[13] | Polarization and Fake | Italian Facebook dataset
News: Early Warning of | with 300K official media 919,
Potential Misinformation | news, 50K incorrect ’
Targets information
[14] | FNED: A Deep Network . .
for Fake News Early Twitter and Weibo 90%
. . .7 | datasets
Detection on social media
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[15] | Supervised Learning for | 2282 news articles related 859
Fake News Detection to the US election ’
[16] | Exploring deep neural
networks for  rumor | 5800 Twitter tweets 86.12%
detection
[19] | DeepFakE: improving
fake news detection using | BuzzFeed dataset, the
. L 85.86%
tensor decomposition- | PolitiFact dataset
based deep neural network
[36] | Analyzing. and . 75% LSTM
distinguishing fake and real | Extracted using o
o 45% GRU
news to mitigate the | FakeNewsNet tool o
. . 62%-RNN
problem of disinformation
Proposed Fake News Dataset 94%

Table 4 below illustrates three possible outcomes of the current study related to
misinformation and disinformation, each with a corresponding result. The first outcome
explains the development of a robust framework for analyzing and classifying misinformation,
leading to a clear definition and typology, along with specific criteria and classification systems.
The second outcome encompasses an evidence-based strategy for mitigating the spread and
impact of misinformation, with the study evaluating existing methodologies and
recommending policy enhancements. The third outcome exploits the psychological and social
factors delving into the creation and dissemination of misinformation, using research data and
case examples to understand these elements and propose solutions to foster skepticism and
critical thinking,.

Table 4. Possible study outcomes with detailed obtained results.

Sr #. Possible Outcome Result
The results illustrate a clear definition and a typology
A robust framework for for misinformation and disinformation. It proposes
1. identifying and classifying | a specific criterion and classification systems to
misinformation. systematically identify and categorize various forms
of misinformation.
Evidence-based strategies | The current study also evaluates multiple existing
for evidence-based methodologies to counter the spread
2. mitigating the spread and | of misinformation effectively. It also recommends
impact ground for policymakers to enhance the resilience of
of misinformation. the information ecosystem.
A deeper understanding of . . . .
the p & This study looks at the social dynamics and cognitive
. . . | biases that lead to the production and dissemination
psychological and social . .
of false information. It uses research data and case
3. factors
- . examples to demonstrate these elements and offers
driving the creation and . - iy
. . solutions to encourage skepticism and critical
dissemination of | .. ..
. . thinking.
misinformation.
Discussions:

The current study demonstrates that bagging with an extra tree classifier yielded better
classification accuracy as compared with multiple existing studies and other classification
algorithms such as Decision Tree, Random Forest, and Bagging with Decision Tree, because
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of increased diversity and randomness introduced in model development. The proposed
approach also introduced randomness in data selection for model training and provides
robustness against noisy data and overfitting problems. In this approach, multiple trees were
created where each was trained on a different data subset which inherits higher data diversity
and captures multiple aspects of data. Furthermore, ensemble averaging in bagging
significantly mitigates individual errors and enhances the overall classification accuracy of the
proposed approach. The fusion of ensemble averaging, randomness, and reduction of
overfitting problems makes it a powerful approach to achieve higher accuracy as compared
with implemented algorithms such as Decision Tree, Random Forest, and Bagging with
Decision Tree.

One of the key advantages of this method is its robustness against noisy data and
overfitting. The introduction of randomness in both feature selection and data sampling helps
the model generalize better to unseen data, reducing the likelihood of memorizing the training
set. This characteristic is particularly valuable in real-world applications where data quality can
vary significantly. Additionally, the ensemble averaging technique employed in bagging
mitigates individual model errors, ensuring that the overall classification performance remains
high even if some trees make incorrect predictions.

The proposed approach not only demonstrates superior performance but also offers
practical benefits across various domains, including healthcare, finance, and marketing. Its
versatility allows it to adapt to different datasets and classification tasks, making it a valuable
tool for practitioners. Furthermore, the potential for future optimization and the ability to
provide insights into the decision-making process through individual trees enhance its
applicability. Overall, the combination of improved accuracy, robustness, and adaptability
positions this method as a powerful solution for achieving reliable classification outcomes.
Conclusion:

The approach of data mining or machine learning is considered an effective technique

that has proven its effectiveness in the analysis and visualization of enormous data corpora.
The mining technique plays a pivotal role by encompassing multiple mathematical and
statistical-based models in the identification and classification of hidden data patterns in
comprehensive and diversified datasets. Because of its significant effectiveness, this approach
can be employed for prediction and classification tasks such as real and fake news classification
problems.
In this study, the classification is performed using multiple learning techniques such as
Decision Tree, Random Forest, Bagging Extra Tree, and Bagging Decision Tree classifiers.
The learning algorithms require a comprehensive and diversified dataset for effective analysis.
To solve this problem, the authors collected a comprehensive and diversified data corpus of
more than 44k real and fake news instances in the English language. Moreover, learning
algorithms require all features in numerical form. Therefore, 26 automated numerical features
are extracted using natural language processing from a preprocessed dataset.

All learning approaches are implemented using Python language which significantly
affects class predictability in terms of accuracy. According to study findings, bagging extra tree
classifiers can effectively discriminate between real and fake news. In the future, the authors
would like to implement and evaluate this approach in a real-time environment with higher
data variations.
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