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In the last decades, agile methodologies are commonly employed to develop and deliver valuable 

software, with high user satisfaction at a comparatively low cost. However in recent years, the 

emergence of Green Software Engineering has necessitated that software developers prioritize 

the development of Green And Sustainable Software (GSS).  Green software development is 

about developing and utilizing software with restricted energy and computing resources. In 

recent years, as the application of Global Software Development (GSD), software engineers 

have applied agile methods for fast, interactive, and green software development. However, such 

adoption of agile methods poses certain risks. The contribution of this study is two-fold. First, 

it identifies 8 Risk Factors (RFs), through a Systematic Literature Review (SLR), in which 42 

relevant papers are identified and reviewed. The identified RFs need to be avoided by the GSD 

vendors while using agile methods to deliver GSS. Second, the findings of the SLR study are 

empirically validated through a questionnaire survey from 106 GSD experts belonging to 25 

disparate countries. The results of the SLR and survey were compared and analyzed through a 

two-proportion Z test using R, which shows some significant variation for some RFs. Lastly, a 

framework for modeling structural association among RFs was established using an interpretive 

structural modeling approach. Research results illustrate that the outcomes of our industrial 

survey are mostly coherent with the SLR findings. Future, research should focus on developing 

predictive models using Artificial Intelligence (AI) and Machine Learning (ML) to analyze 

project data in real-time, promoting proactive decision-making for GSS development. 

Keywords: Agile Software Development; Green and Sustainable; Risk Factors; Empirical Study; 
Systematic Literature Review. 
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Introduction: 
Agile software engineering is an exciting paradigm with iterative and lightweight 

approaches for quick delivery of customer-focused software development. Compared to the 
traditional models of software development, agile techniques try to minimize risks and maximize 
the development of high-quality software [1]. The agile manifesto introduced an industry-
initiated vision for a self-reflective shift of the engineering paradigm in software engineering. It 
also presented quite innovative work in carving and disseminating the critique of standardized 
software processes over the previous decade, turning into a well-known practice among 
academicians [2]. 

Agile methods aim to survive in dynamic environments where customers’ requirements 
frequently changed [3]. They prioritize the personal skills and creative efforts of developers over 
rigid procedures and extensive formal documentation. While maintaining detailed 
documentation can be time-consuming and adds to the effort required for delivering software 
systems, preserving essential information over time is crucial for future use [3]. Thus, agile 
methodologies aim to prevent predefined and formalized processes that add little effort to actual 
software development [1]. 

Agile development is based on a rapid delivery system to ensure customer satisfaction, 
a commitment to sustainable development, simplicity, adaptability, flexibility to accommodate 
changes, and a strong emphasis on communication and collaboration [2][4]. These methods 
usually adopt the “iterative enhancement” technique where each iteration indicates a short-scale 
and self-governing development life cycle [3]. These methods encompass various methodologies 
including “Extreme Programming, Scrum, Crystal Clear, Adaptive Software Development 
(ASD), Feature Development (FDD), and Dynamic System Development (DSD)” [5]. 

Initially, agile methods were designed for on-site/co-located team(s). However, it has 
been recently discovered that these methods can also be effective in distributed environments. 
Approaches including Scrum and XP were reconfigured as Distributed Scrum and Distributed 
XP [6][7]. While Agile methods provide numerous benefits in GSD environments, it has also 
been recognized that adapting these methods can significantly support the development of green 
and sustainable software, aligning with current dynamic requirements [8]. 

An emerging trend in software development focuses on delivering environmentally 
friendly systems that aim to extend battery life and reduce development costs. There is a dire 
need to minimize the usage of computing resources and energy to support sustainable software 
development to develop ecofriendly software [9]. 

GSS refers to the design and development of software that minimizes or eliminates 
direct and indirect negative impacts on a country’s economy, people, society, and environment 
during the pre-development, development, and post-development stages while promoting 
sustainable production practices [10]. Information and Communication Technology (ICT) also 
damages the environment due to increased power and resource utilization despite their positive 
impact. Recently, the ICT sector has focused on exploring energy-efficient processes for 
software development to reduce its environmental impact [11][12]. Green ICT has emphasized 
the impacts of hardware on environmental sustainability. However, addressing energy utilization 
issues by improving software design can yield better results in green computing, as software 
development and execution significantly influence the operating environment [13]. 

Some software solutions regarding energy efficiency are well designed to better monitor 
and utilize the system resources and others are sustainable enough to restrict the addition of new 
hardware. Up to this time, there is enough research conducted in the domains of hardware but 
the need for further research and work is still necessary for green software [14]. 

Recently, some efforts [15][16] have been made to implement green software metrics to 
deliver sustainable software. Research conducted in [17], has focused on building software tools 
that can measure of development environment on surroundings in terms of energy and usage 
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of computing resources. Some research work accentuated operating system architectures to 
better control the power utilization of software applications [18][19]. 

Green Software Engineering (GSE) aims to reduce the consumption of energy and 
computing resources and to reduce the negative impacts on human beings due to the 
development and use of software systems [10]. General solutions toward greener software 
processes [20][21] include virtualization, encoding efficient algorithms, designing efficient load 
balancing mechanisms in case of parallelism, applying green computing strategies, and designing 
energy-efficient routing algorithms. 

Now software development requires agile principles because they enable the 
development of GSS [22][23]. The environmentally friendly development of software benefits 
from Agile principles which include requirement change acceptance alongside early software 
delivery with simple design approaches, and early defect detection strategies [24][25][26]. 

Current research is focused on the design and development of GSS by adapting the 
interactive agile methods in GSD. To avail the maximum benefits of the two paradigms i.e., agile 
and GSD, software development organizations have adapted agile in distributed software 
projects and coined another term, Agile GSD [27]. The software industry now recognizes the 
value of an integrated approach to software development, which delivers high-quality products 
faster, more cost-effectively, and with greater adaptability to evolving requirements [28][29][30]. 

While agile methods are applied in the current software industry to develop green and 
sustainable software, this area has attracted very little attention from the research community in 
the GSD environment and there is relatively scant empirical research available in this field. The 
benefits of agile methods do not work equally well across all development environments or all 
agile methods. The universal applicability of agile methods remains limited because agile 
methodology does not function similarly for every software development. It also poses several 
risks in various environments, such as limited support for distributed development, less support 
for safety critical software and re-usable software systems, management overhead, reliance on 
the implicit knowledge of developers, insufficient knowledge of the customers, and ineffective 
communication between the customer and developers [12]. 

The considerable number of publications shed light on the issues in the AGSD 
environment that motivated us for a systematic review to identify RFs that need to be avoided 
by GSD vendors while practicing agile methods for the delivery of GSS. Based on the expected 
findings the proposed study will be the first of its kind which will be useful in the creation of 
the ‘green agile maturity model for GSD vendors (GAMM)’, which will serve to assess the green-
agile maturity of GSD vendors. 

To meet the objective of systematically identifying the RFs in developing GSS using agile 
methods, we aim to focus on the below Research Questions (RQs).  

• What are the risks involved, as identified in the literature, to be avoided by GSD vendors 
in the development of GSS using agile methods? 

• What are the risks involved, as identified in real-world practice, to be avoided by the 
GSD vendors in the development of using agile methods? 

• Is there any coherence between the findings, and risk factors, of the systematic literature 
review and industrial survey? 

• What are the interrelationships among the identified risk factors? 

• What are the driving and dependence power of the identified risk factors? 
The objective of the Research: 

This research aims to respond to the growing customer need for GSS by comprehending 
and managing the risks associated with agile methodologies present in GSD. Moreover, the 
research objectives of the study include establishing a classification of key RFs that negatively 
influence the development of GSS whenever agility is incorporated. All these RFs can be 
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established using a Systematic Literature Review (SLR) that involves 42 papers found in the 
literature. Besides, the study intends to confirm the results of the SLR through an extended 
questionnaire survey with 106 GSD practitioners from 25 countries. Another goal is to establish 
a framework that employs interpretive structural modeling methodology to depict the structural 
interrelation between the various RFs. Towards that end, this framework offers a richer view of 
the interplays and relationships between the risks and the steps that GSD vendors can take to 
facilitate the use of agile methods for GSS development. This research also enriches the existing 
knowledge in green software engineering by providing solutions to mitigate risks and enhance 
sustainable practices in an agile-driven GSD setting. 
Related Work: 

Software productivity has dramatically improved with the adoption of the agile 
methodologies [3], to revamp the key processes involved in software development. Agile 
methods rely on designing a sequence of prototypes, using higher levels of abstraction, and 
modularization done by small teams. Agile methods also ensure the delivery of GSS through 
short increments, polymorphic design, informal communication, and optimized and energy-
efficient coding [19]. 

However agile methods are hampered by some limitations towards sustainable software 
development including test automation, backlog management [20], volatility of requirements in 
an evolving environment, unavailability of customer representatives, and limited support for 
developing re-usable products [21][22]. 

Using agile methods in distributed teams is more common in its way to meet the current 
era demands. However, agile distributed development certainly poses some challenges, such as 
task management, delays in project delivery, and team management and communication 
problems due to cultural and linguistic differences [23]. 

Adel Hamdan et al. [24] demonstrate the strengths and weaknesses of agile development 
in different projects. Besides the voluminous benefits, it offers for onshore and offshore 
software development, agile methods still face some challenges when it comes into practice, 
such as inconsistency in customer interaction, difficulty in managing large teams, lack of long-
term planning, lack of formal communication, and insufficient documentation. 

Chin et al. [31] discovered some patterns of continuous integration that are used to 
support dynamic software development platforms. The authors documented that cross- 
platform software development faces a critical challenge in the context of practicing agile 
methods i.e., a lack of direct involvement of customers in the development life cycle. The 
absence of the customer delays the process of software builds’ development and is possibly 
susceptible to fail, thus harming sustainable software development. 

Juyun Cho [25] has discussed several benefits of agile development. However, some 
organizations refuse to switch to agile for several reasons, such as agile methods 1) greatly reduce 
the documentation and rely on the tacit knowledge of developers, 2) have limited support for 
safety-critical and stable projects and 3) lack the support for development of large software 
systems. 

Agile methods provide limited implementation details of the development processes. 
This characteristic may result in software systems that address only short-term needs, potentially 
leading to software that is not environmentally sustainable and lacks long-term viability. The 
lack of insufficient documentation also gives rise to enhanced complexity, lack of system 
familiarity, arduous maintenance, and difficulty accessing change in all sorts of software 
development [26]. 

The literature explains some potential risks of agile methods when adapted by the 
development team to deliver green and sustainable software. However, no empirical research 
work, using SLR, has been carried out to date in finding the RFs of agile methods, when adapted 
for delivery of GSS using agile methods. The authors further validated the RFs, initially identified 
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through SLR, via industrial survey. The findings of the current paper contribute to the first phase 
of our proposed GAM model [32]. The GAM model intends to assist the GSD vendors in 
assessing their agile maturity for GSS development. 
Research Method: 

In this study, we have used a Systematic Literature Review (SLR) and questionnaire 
survey for extracting and validating the RFs in GSS development (GSSD) using agile methods, 
as used by other researchers [33][34][35][36][37]. 

Using guidelines for conducting SLRs [38], we performed a comprehensive search of 
RFs related to using agile methods for GSSD. SLR is a protocol-based approach that provides 
higher accuracy and objectivity than traditional literature reviews 
[39][40][41][42][43][44][45][46][47][48]. The different phases of our SLR process are described 
in the following section. 

 
Figure 1. Research Methodology 

SLR guidelines were followed while developing the search strategy [49] and it was 
implemented in the identified digital libraries, as shown in Table 1. 

The SLR follows specific steps which begin with establishing research goals and 
questions while creating a thorough review plan and extend to database search efforts and quality 
assessment of included studies followed by organized data extraction and synthesis until the final 
presentation of results. The guidelines establish standards for a review process that maintains 
rigorous methodologies transparent procedures and reproducible research practices. 

Title and abstract were first used to select papers and later screened according to the 
inclusion and exclusion criteria using full text.  A selection process for titles used predefined 
keywords that matched the research objectives to maintain study alignment with its specified 
scope. Quality was evaluated alongside data extraction based on factors such as the provision of 
concrete examples of how agile methods may be adapted for green development and the 
establishment of RFs. 

The authors selected 42 papers using predefined criteria that examined publication in 
peer-reviewed journals or conferences while meeting the research objectives and scope of GSS 
development using agile methods. From the 42 papers, data were collected based on specific 
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parameters such as study approach, type of organization/industry, agile methodologies, and risks 
under consideration. A descriptive summary at baseline analysis revealed 16 risk factor groups 
that were later reduced to 8 groups: 6 of these were critical RFs where the frequency was ≥40%, 
the criteria for critical factors being used by [39][50][51]. 

Table 1. Search results of various digital venues 

Digital library No. of publications Primary selection Final selection 

Science direct 162 52 9 

ACM 58 20 6 

IEEE Xplore 92 16 8 

Springer link 150 23 7 

Google 
Scholar 

266 36 12 

Total 728 147 42 

The questionnaire was pre-tested through a pilot study that involved 10 GSD 
practitioners who were randomly selected from the list of participants who agreed to participate 
in the main study. They included practitioners from various geographical areas and had 
considerable experience in agile methods for GSS development.  

During pre-testing, the focus was on assessing the validity, reliability, and sensitivity of 
the items included in the questionnaire. The participants were also asked to comment on the 
wording, format, and general functionality of the questionnaire. Several changes were made as 
follows: The language in some items was made plain and clear; Some ambiguous questions were 
rephrased to be consistent; Some questions were realigned for logical sequence. Additionally, 
the Likert scale options were reviewed to ensure they aligned with the study's aims and 
objectives, and minor adjustments were made to improve the clarity of the responses. This pre-
testing process helped to develop a good and clear version of the questionnaire to be used in 
the survey conducted among 106 GSD practitioners. 

To validate the findings of the SLR, an online questionnaire survey was administered to 
106 Agile-GSD practitioners across 25 countries with a >50% response rate. Respondents were 
recruited from the LinkedIn professional groups. The survey was conducted with the help of a 
7-point Likert scale; however, the special focus was made on ‘extremely agree and agree’ 
responses. This survey also aimed to find out other RFs that practitioners in the IT industry 
have recognized as important. 

We reached out to practitioners through LinkedIn groups and professional networks; 71 
from Asia, 53 from Europe, 39 from North America, and 27 from other regions. 
Systematic Expert Panel Review: 

The next step was to determine the structural relationship within the RFs through a 
review from an expert panel. ISM was employed to map experts' perceptions of the relative 
closeness of the identified RFs to deduce the direct and indirect connections between the RFs. 
To this end, we selected a pool of ten specialists from respondents of the survey due to their 
experience and specialization in the ASD field. For the ISM technique, only RFs that most of 
the experts selected in the survey were used for further analysis. To establish pair-wise relations 
among the RFs, the opinion of the experts was sought in terms of the following four categories: 
achieved by, leads to, bidirectional, and no relation concerning the table showing barriers. The 
result was then translated based on Table 10. 
Interpretive Structural Modeling (ISM): 

ISM employs the application of MCDM that explains the complex pattern of 
associations by incorporating simple notations of graph theory [52][53][54]. 
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Figure 2. Analytical framework for analyzing and modeling structural associations among risk 

factors for green-agile sustainability 
It is developed based on an interpretive method (derived based on the opinions of 

industrial and academic specialists) for developing the relative relationship between the 
identified RFs which may be associated or independent and those that have a positive or negative 
impact on a problem or an issue of interest to the research community [55][56][57]. It must be 
noted that unlike, TOPSIS, AHP, and ANP for developing the association amongst the 
enumerated factors, the ISM approach does not require This helps reduce the expert’s bias and 
objectivity at the same time as enhancing the relationship between several predictors and 
eventually enhancing the accuracy of the model. It gives a clear understanding of the model 
variables and helps the expert to identify structure within the identified variables [55][56][57]. 

Table 2. Linguistic terms for RFs 

Linguistic Terms Meaning Corresponding symbols 

Achieved by Risk factor a will help to achieve risk 
factor b 

V 

Leads to Risk factor a will lead to risk factor b A 

Bidirectional Risk factors a and b will achieve each 
other 

X 

No relation Risk factors a and b have no relation to 
achieving each other 

O 

A complete flow diagram of ISM and MICMAC-based analysis methodology is 
illustrated in Figure 1 and Fig 2.  Various steps involved in ISM methodology are given as 
follows: 
Identification of RFs Through SLR and Survey: 

To identify variables related to the issues or problems under consideration, in the first 
step, various RFs to Green agile development formation were identified via SLR and empirical 
survey. 
Development of Structural Self-Interaction Matrix (SSIM): 

To become aware of the contextual associations among the RFs, in the second step, an 
initial pair-wise association among the identified RFs was developed in the form of a Structural 
Self-Interaction Matrix (SSIM). Experts’ evaluations were used to determine the value of the 
SSIM scale presented in Table 2 for translation.  
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Development of Initial Reachability Matrix (RM) From SSIM: 
The SSIM reveals the first-order correlation matrix between the RFs whereas the RM 

reveals both the first and second-order correlation matrix. According to the SSIM two actions 
were performed to build the RM. To establish the direct connections between the RFs an initial 
reachability matrix (RM) was derived from the SSIM of Step 2. 
Obtain Final RM from Initial RM by Including Transitivity: 

The first RM based only on SSIM demonstrates only direct dependencies between 
variables without indirect ones; it is crucial to find the indirect associations between the RFs by 
using the check of transitivity. Consequently, in the fourth stage from the initial RM, the final 
RM was determined through power iteration analysis for transitivity. Shen et al postulate [58], 
that, if Rf is the final RM then Ri can be given as the initial RM whereby, Rf can be derived as 
(1). 

1k k

f i iR R R
+

= =     (1) 

Partition of RM into Different Levels: 
To derive the hierarchy structure and to identify various levels in the hierarchy, the 

following from the final RM of Step 4 will be determined: – Reachability set R – Antecedent A 

– Intersection set R  A for each risk factor. Based on set R, A, and R  A, level partitions will 
be performed. To determine the level of each risk factor, set R was compared to the intersection 

set R  A [58]. Challenges that R = R  A will ensure attaining level 1 are as follows; the one 
that was labeled will be removed from the rest and the same will be done over and over until all 
RFs are labeled. 
Formation of Canonical Matrix and Development of Digraph: 

Finally, from the last RM of associations among the barriers, a canonical matrix is 
derived in this step. A digraph (directed graph) is drawn with the help of a canonical matrix. A 
digraph is created with the help of the 1’s present in the canonical matrix. 
MICMAC Analysis Techniques: 

To counteract the dispersion of the RFs, MICMAC also known as cross-impact matrix 
multiplication applied to the classification analysis technique was used in the last step to 
categorize the RFs into four categories depending on the dependence power and driving power 
of each risk factor [59]. 
Results: 

This section describes the outcomes of the SLR process and the industrial survey. Here 
we discuss the results and analyses of the identified RFs to answer RQ1, RQ2, and RQ3. The 
details are given in the following subsections. 
Risk Factors in the Development of Green and Sustainable Software Using Agile 
Methods (RQ1): 

To answer RQ1, we identified a list of 8 RFs, through SLR, as presented in Table 3. 
Amongst the identified RFs, some are pinpointed as high-ranked and considered critical RFs 
(CRFs). We set the criteria for a critical factor based on its frequency percentage (%) in the 
publications’ sample (N=42). If the frequency % of a particular risk factor is >=40%, it was 
included in the list of critical factors. A similar approach is adapted in [51][60][61]. However, 
GSD experts are intended to determine their criteria for measuring the significance of a factor 
to be critical. The details of these CRFs are as follows: 

Table 3 Risk factors identified through SLR 

S. No Risk factors Frequency N=42 % 

1 Insufficient System Documentation 26 62 

2 Limited Support for Real-Time 
Systems and Large Systems 

19 45 
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3 Management Overhead 25 60 

4 Lack of Customer’s Presence 26 62 

5 Lack of Formal Communication 18 43 

6 Limited Support for Reusability 07 17 

7 Insufficient Knowledge of the 
Customer 

15 36 

8 Lack of Long-Term Planning 20 48 

CRF1: Insufficient System Documentation: 
Table 3 portrays that ‘insufficient system documentation’ is the most critical risk factor 

(62%) among the identified factors. This is evident that the development of GSS needs proper 
and updated documentation regarding the requirements, architecture design, and testing 
[15][62]. 

Agile methodologies cater to limited implementation details regarding the product 
development process, and because of this “low-level” approach they may build software that 
meets short-term individual project needs, but that does not necessarily lead to GSS [63]. A lack 
of or insufficient system documentation may be a big hindrance to achieving sustainability in 
software systems and lead to increased system complexity, degraded maintainability, and lack of 
system familiarity [37]. 
CRF2: Lack of Customers’ Presence: 

Our findings “revealed that ‘Lack of customer’s presence’ (62%) have the same severity 
as the previously mentioned risk factor. The consistent presence of the customer and his/her 
active involvement in software development is the most essential component of agile methods. 
This reduces the efforts to complete the software within a defined time frame and leads to 
sustainable software development [38]. In the absence of a customer, the software builds take a 
longer time to complete and are more likely to fail, thus harming sustainable software 
development “[15]. 

Coherent, self-organizing agile teamwork and strong communication with customers is 
an agile principle that supports a green process throughout software development [31]. Agile 
methods state that the customer should be an active participant in each iteration of software 
development from design to implementation and then maintenance for long periods, which is 
not fully applicable in the GSD environment [64]. 
CRF3: Management Overhead: 
Management of time and computing resources is an integral principle that promotes GSS 
development [43]. However, agile methods undergo the challenge of ‘management overhead’ 
(60%), which results in over budget, time overrun, and full utilization of available and accessible 
computing resources for developing software. This can go a long way to affect the green and 
sustainable way to software development [64]. 
CRF4: Lack of Long-Term Planning: 

Intelligent and long-term planning is a crucial factor to be considered for the social, 
economic, and environmental sustainability of the software that deals with the usage, business, 
and technical aspects in terms of energy efficiency [65]. The ‘lack of long-term planning’ (48%)’ 
is listed as the fourth highest risk factor in using agile methods to design and deliver green and 
sustainable software. “The importance of sustainability is increasingly recognized in terms of 
software development which needs long-term planning for the design, use, and maintenance of 
software [66]. However agile methods focus more on the immediate delivery of software 
according to the current needs of customers without taking into consideration its long-term 
impact on humans and society as a whole [67]. 
CRF5: Limited Support for Real-Time Systems and Large Systems: We found the ‘limited 
support for real-time systems and large systems’ with 45% frequency, as a critical risk factor of 
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agile methods, adapted to deliver green and sustainable software, as shown in Table 3. The 
design and development of real-time and large systems in terms of energy efficiency is a complex 
task. An approach to developing such systems needs a variety of objectives which include 
strategic decision-making, long-term planning, designing complex architecture, and coping with 
various interrelated internal and external factors [68]. Agile methods have proved successful with 
a focus on software development in small, short-lived nature, and simple in structure with 
support for dynamic customers’ requirements [69]. Fundamental assumptions in agile software 
development hamper the development and maintenance of real-time and large projects with 
sustainability aspects [70][71]. 
CRF6: Lack of Formal Communication: 

We also found the ‘lack of formal communication’ with 43% frequency, as a critical risk 
factor of agile methods, adapted by the development team to deliver green and sustainable 
software, as shown in Table 3. One of the major principles of agile methods is to emphasis more 
on informal communication for fast delivery of users’ requirements among the team members 
and customers. However, this feature of agile methods fails to document the critical attributes 
of software regarding its architecture design, code design, and reengineering [72][73]. 
Both formal communication and structured documents regarding software processes are 
essential for effective sustainable software development [74]. The lack of formal communication 
fails to describe the major decisions, user requirements, and progress of the software project 
and thus leads to software development that does not meet the sustainability criteria. 
Risk Factors Validated through Questionnaire Survey (RQ2) 

Table 4 presents a list of RFs that were obtained through the analysis of the 
questionnaire survey to answer RQ2. A questionnaire survey explained in section (Research 
Method) was conducted to find out the perception of both local and global experts in the 
software industries using the Google online survey forms. Out of one hundred and six GSD 
experts, in our research domain, from 25 different countries, Asia-71, Europe-53, North 
America-39, and other-27 completed the survey. 

The data from questionnaire survey feedback, as shown in Table 4, demonstrates that 
all the identified RFs have got >=50% positive responses in our sample. Such a positive 
response indicates that all the identified RFs are of significant value for GSD vendors while 
adapting agile methods in delivering green and sustainable software. 

Table 4. Summary of GSD experts’ feedback regarding the risk factors 

 
Risk Factors 

Total responses from industry practitioners=106 

Positive (+ve) Negative (-ve) None 

ES MS SS Positive% SD MD ED Negative% None % 

Insufficient system 
documentation 

31 36 23 85 5 2 5 12 4 4 

Limited support for 
real-time systems and 

large systems 
25 34 19 74 10 2 5 17 11 

1
1 

Management overhead 26 32 17 71 14 6 6 26 5 5 

Lack of customer’s 
presence 

24 34 19 73 10 9 5 24 5 5 

Lack of formal 
communication 

26 35 23 79 9 3 5 17 5 5 

Limited support for 
reusability 

18 27 24 65 13 7 2 22 15 
1
5 

Insufficient knowledge 
of the customer 

24 32 19 71 14 7 6 27 4 4 
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Lack of long-term 
planning 

23 40 15 74 8 7 6 21 7 7 

Analysis of the RFs Across SLR and Questionnaire Survey (RQ3): 
To answer RQ3, we have compared the SLR results with the questionnaire response 

(Positive only) by applying a two-proportion Z test using R programming. This analysis purports 
to analyze the significant differences, if any, among the risk factors in two data sets, as shown in 
Table 5. 

The comparison of the findings from both data sets is also illustrated in Figure 3. The 
results of the two-proportion Z-test for each risk factor are summarized below: 

Table 5. Two-Proportion Z test analysis of SLR and Survey results 

Risk Factor SLR % 
Survey 

Positive % 
Z-Score P-Value 

Insufficient System Documentation 62 85 -3.43 0.0006 

Limited Support for Real-Time Systems 45 74 -4.01 0.00006 

Management Overhead 60 71 -1.55 0.12 

Lack of Customer’s Presence 62 73 -1.57 0.12 

Lack of Formal Communication 43 79 -5.00 0.0001 

Limited Support for Reusability 17 65 -6.77 0.0001 

Insufficient Knowledge of the Customer 36 71 -4.81 0.0001 

Lack of Long-Term Planning 48 74 -3.61 0.0003 

Table 5 presents the results of comparing the SLR with survey findings. By applying the 
two-proportion Z-test, similarities, and differences in the identified RFs for GSS development 
using agile methodologies can be highlighted. The p-values of most RFs indicate that there is a 
significant difference in the frequency of these RFs in the two data sets such as “Insufficient 
System Documentation”, “Limited Support for Real-Time Systems”, Lack of Formal 
Communication”, “Limited Support for Reusability”, “Insufficient Knowledge of the 
Customer”, and “Lack of Long-Term Planning”. These outcomes imply that even though these 
factors are described in the literature as critical risks, they may not be viewed as critical or as 
frequently occurring within actual agile settings by the practitioners. Such differences may mean 
that there are differences between the contexts under which academic research is developed and 
the contexts in which it is implemented, between the scope of research work and problems in 
practice, or between the focus of research work and the focus of practical work. However, 
“Management Overhead” and “Lack of Customer’s Presence” RFs are not significantly different 
between the two datasets. This alignment shows that these risks are well identified in the 
literature and acknowledged by agile practitioners as important for GSS development projects. 

 
Figure 3. Comparison of SLR and questionnaire survey results. 
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Further, the identified RFs are compared in both data sets in terms of ranking, RFs are 
ranked in descending order, as shown in Table 6. 

Table 6. Comparison of the Ranks of risk factors of SLR and questionnaire survey data 

Risk factors Occurrence in 
SLR (N=42) 

Marked agree in 
questionnaire 

survey (N=106) 

Average 
Rank 

% Rank % Rank 

Insufficient system 
documentation 

62 1 85 1 1 

Limited support for 
real-time systems and 

large systems 
60 2 74 3 3 

Management overhead 43 3 71 5 4 

Lack of customer’s 
presence 

36 4 73 4 4 

Lack of formal 
communication 

30 5 80 2 4 

Limited support for 
reusability 

27 6 65 6 6 

Insufficient knowledge 
of the customer 

27 6 71 5 6 

Lack of long-term 
planning 

24 7 74 3 5 

As shown in Table 6 the comparison of rankings from the SLR and survey identifies the 
degree of consistency and inconsistency in the perception of RFs. When comparing the two 
datasets, three factors reveal consistency across both: “Insufficient System Documentation” 
ranks highest in both. The same is true for such factors as “Limited Support for Reusability” 
and “Insufficient Knowledge of the Customer”, which are identified both by academic sources 
and by agile practitioners. Other factors include “Limited Support for Real-Time Systems and 
Large Systems” and “Management Overhead” which, although their ranks have changed slightly, 
are still considered highly important in both settings. However, “Lack of Long-Term Planning” 
constitutes a larger gap according to the survey results, ranked 7th in the SLR and 5th in the 
survey because practitioners are more concerned with strategic planning when using Agile due 
to difficulties in achieving sustainable long-term objectives in an iterative environment. In 
general, the concordance of most rankings indicates mutual concerns. 

Further, to assess the RFs significance of SLR and survey data, we applied Spearman’s 
rank-order correlation, as presented in Table 7. It is worth mentioning that the ranks of the RFs 
across both data sets are not similar. Spearman’s correlation coefficient is 0.430, which indicates 
disagreement between the ranks for both data sets. In addition, the scatter plot, shown in Figure 
4, illustrates more differences than similarities in the ranks of the RFs across both data sets. This 
is because the points in the scatterplot do not follow any linear pattern, showing that the 
relationship between the two variables (SLR and survey) is non-linear. 

Table 7. Spearman’s rank-order correlation. 

   SLR Survey 

Spearman’s rho SLR Correlation coefficient 
Sig. (2-tailed) N 

1.000 8 0.430 
0.287 8 

Survey Correlation coefficient 
Sig. (2-tailed) N 

0.430 
0.287 8 

1.000 8 
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Figure 4. SLR and Survey Ranks Correlation scattered Graph of the RFs. 

To obtain more accurate correlation results, the independent t-test was also used to 
compare the means of the SLR, and the survey as depicted in Table 8-9. Since Levene’s Test is 
not significant (that is, .525>0.05), then we go for “equal variances not assumed”. As for this 
assumption, the t-test value showed that there was no significant difference in the SLR and the 
questionnaire survey (t = .653, p = .525 > 0.05). 

Table 8. Group Statistics 

 

Type N Mean 
Std. 

Deviation 

Std. 
Error 
Mean 

Factor SLR 8 4.25 2.121 .750 

Survey 8 3.63 1.685 .596 

Table 9. Independent samples T-test 

 
Interpretive Structural Modeling (ISM) Analysis (RQ4): 

In this section, the findings concerning the third research question are reported. In the 
first step of our methodology, 08 RFs were extracted from 42 papers which were included in 
the SLR. Before answering RQ3, we checked the identified RFs’ validity through SLR, using a 
questionnaire survey. Finally, after considering the majority’s opinion, only 08 RFs were taken 
for further analysis using the ISM technique. For the ISM study, out of the participants of the 
major survey, we have chosen a panel of 10 experts based on their experiences. To minimize 
single-point bias, the experts selected were from both academia and practitioners. To establish 
a pair-wise relationship among the identified 08 RFs as presented in table 6. The experts were 
requested to express their opinions regarding four kinds of relationships (achieved by, leads to, 
bidirectional, no relation) in the row and column. 
 
 



                                International Journal of Innovations in Science & Technology 

Feb 2025|Vol 7 | Issue 1                                                                      Page |223 

Development of Structural Self-Interaction Matrix (SSIM): 
In the second step, to build a pair wise relation among the identified 08 RFs as mentioned 

in Table 11 the following SSIM is created based on the relation found between 08 RFs across 
row and column of Table 11. A pathway connecting the listed RFs with the symbols O, X, V, 
and A has been described. Entry (a, b) will be marked as: a  

• when no relation exists among the RFs 

• X when bi-directional association exists among the RFs 

• V if barrier a will help to achieve risk factor b 

• A if risk factor b will help to achieve factor a 
SSIM matrix is established based on the interrelationship among the listed RFs. The 

SSIM matrix is discussed with experts involved in agile software development. Because of 
experts, risk factor ‘‘R1’’ (i.e. ‘insufficient system documentation’) will help to address risk factor 
‘R7’ (i.e., ‘insufficient knowledge of the customer’’), so symbol ‘A’ is assigned. Risk factor “R2” 
(i.e. ‘insufficient system documentation’) leads to risk factor ‘‘R8’’ (i.e. ‘Lack of long-term 
planning’), therefore, it is represented by the character ‘V’. Further, the relation between “R1” 
(i.e. ‘insufficient system documentation’) and risk factor “R6” (‘limited support for reusability’) 
is bi-directional therefore it is denoted by the symbol ‘X’. Both can help to achieve each other. 
Additionally, risk factor ‘R1’ (i.e. ‘insufficient system documentation’) and risk factor ‘R2’ (i.e. 
‘limited support for real-time systems and large systems’) are unrelated and are therefore denoted 
by the symbol ‘O’ and so on (see Table 12). 
Development of Reachability Matrix (RM) from SSIM: 

To develop initial reachability among the RFs, initial RM is obtained from the SSIM as 
illustrated in Table 10. 

Table 10. Reachability matrix (RM) 

Code 1 2 3 4 5 6 7 8 Driving power Ranked 

R1 1 1* 1 1* 1 1 0 1 7 3 

R2 1* 1 0 0 0 1 0 1 4 7 

R3 1 1* 1 1 1 1* 0 1 7 2 

R4 0 1* 0 1 0 1* 0 1 4 6 

R5 0 1* 0 1 1 1* 0 1 5 4 

R6 1 0 1* 0 1* 1 0 1* 5 5 

R7 1 1* 1 1 1* 1* 1 1 8 1 

R8 1* 1 0 0 0 1 0 1 4 8 

Dependence 
Power 

6 7 4 5 5 8 1 8 44 

Ranks 4 3 7 6 5 2 8 1 

Table 11. Final reachability matrix 

Code Reachability set Antecedent set Intersection Level 

R1 {1, 2, 3, 4, 5, 6, 8} {1, 2, 3, 6, 7, 8} {1, 2, 3, 6, 8} V 

R2 {1, 2, 6, 8} {1, 2, 3, 4, 5, 6, 7, 8} {1, 2, 8} II 

R3 {1, 2, 3, 4, 5, 6, 8} {1, 3, 6, 7} {1, 3, 6} V 

R4 {2, 4, 6, 8} {1, 3, 4, 5, 7} {4} III 

R5 {2, 4, 5, 6, 8} {1, 3, 5, 6, 7} {5, 6} IV 

R6 {1, 3, 6} {1, 2, 3, 4, 5, 6, 7, 8} {1, 3, 6} I 

R7 {1, 2, 3, 4, 5, 6, 7, 8} {7, 8} {7, 8} VI 

R8 {1, 2, 6, 8} {{1, 2, 3, 4, 5, 6, 7, 8} {1, 2, 6, 8} I 
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For obtaining an initial RM, the interaction created in SSIM is converted into a binary 
matrix (0, 1), substituting symbols O, X, V, A by 0 and 1 by the following rules: If the intersection 
of (a, b) in the SSIM is as follow: O then (a, b) = (b, a) = 0 in the reachability matrix. 

• X then (a, b) = (b, a) = 1 in the reachability matrix 

• V then (a, b) =1 and (b, a) =0 in the reachability matrix 

• A then (a, b) =0 and (b, a) =1 in the reachability matrix 
According to the four rules mentioned above, the first estimate of the relative risk is 

given in Table 10. In the initial RM, the final RM is obtained by using the transitivity in the 
computation of power analysis through the transitivity rule. Transitivity is assumed in the ISM 
approach that if a risk factor ‘X’ is related to ‘Y’, and ‘Y’ is related to ‘Z’, then ‘X’ is related to 
‘Z’. The last value of RM is derived from the initial RM by making the addition of transitivity by 
hand. 

Table 12. Conical matrix (CM) 

Code 8 6 4 2 5 1 3 7 Driving 
power 

R8 1 0 0 0 0 0 0 0 1 

R6 0 1 0 0 0 0 0 0 1 

R4 1 0 1 0 0 0 0 0 2 

R2 1 1 0 1 0 0 0 0 3 

R5 1 0 1 0 1 0 0 0 3 

R1 1 1 0 0 1 1 0 0 4 

R3 1 0 1 0 1 1 1 0 5 

R7 1 0 1 0 0 1 1 1 5 

Dependence 
Power 

7 3 4 1 3 3 2 1 44 

The last RM is shown in Table 11 and 1v means forward transitivity and 1a means 
backward transitivity. Forward transitivity is attained by symbol V while backward transitivity is 
attained by symbol A Table 14 also shows the driving (as a row) and dependence power (as a 
column) of each risk factor with their respective ranks. The driving and dependence power 
calculation of RFs is done based on the final reachability matrix and is explained as follows:  
Driving Power of the RFs: To obtain the driving power of RFs, we count the number of 1’s 
across the rows in the final RM. 
Dependence Power of the RFs: To obtain the dependence power of RFs, we counted the 
number of 1’s across the columns in the final RM. 
Ranks of the RFs: We ranked the RFs based on the driving and dependence power such that 
an influential with the highest driving and dependence power was assigned a high rank. 

The final reachability matrix is further used for level partitioning of the RFs for building 
ISM hierarchical structure, while both driving and dependence power of the risk factor are used 
to help in conducting the MICMAC analysis. 
Partition of Final RM into Different Levels: From the final RM, as illustrated in Table 11, 
the reachability set R and antecedent A for each risk factor is obtained. The final RM is 
partitioned into various levels according to the following procedure: 
Reachability set: Set R of risk factor a will contain itself and all other RFs that help to achieve 
them in the row.  
Antecedent set: Set A of risk factor A will contain itself and all other barriers that help to 
achieve them in the column. 

R ∩ A is obtained for all RFs which give a set of RFs common in both R and A. 
A top-level node in the hierarchy: A risk factor with reachability set R and intersection 

set R ∩ A will be assigned level 1 where R = R ∩ A. A top-level risk factor is a risk factor that 
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has been attained with assistance from other RFs but in return does not contribute towards 
attaining any other risk factor. The top-level risk factor can be over one putting pressure on the 
other at the same level of the risk factor. In the second step, after the top-level RFs were 
designated, they were distinguished from the remaining RFs.  

The same process was continued until all possible levels were highlighted. In the present 
study, the process was taken up to eleven iterations. The results per level are given in Table 11. 
These levels were further used to arrive at a conical matrix and digraph and to build the last 
hierarchy of ISM. Thus, from figure 6, it is clear that ‘insufficient system documentation’ (R1) 
and ‘limited support for reusability’ (R6) are marked for level-I during the first iteration. The 
responses that are placed at the second level of the ISM model include ‘Insufficient system 
documentation’ (R1), ‘limited support for real-time system and large system’ (R2), and ‘lack of 
long-term planning’ (R8). These were marked during the second iteration. After finishing the 
3rd iteration ‘lack of customers’ presence’ (R4) is the only risk factor placed at the III level. 
During the 4th iteration, ‘lack of formal communication’ (R5) and limited support for reusability 
(R6) are placed at level IV. Similarly, ‘Insufficient system documentation’ (R1), ‘management 
overhead’ (R3), and ‘limited support for reusability’ (R6) were marked during iteration seventh 
while ‘insufficient knowledge of the customer’ (R7) and ‘lack of long-term planning’ (R8) were 
marked during the last iteration, as shown in Table 11. 
Formation of a Conical Matrix (CM) and Development of Digraph: 

A conical matrix is obtained by arranging RFs by the same level in the columns and rows 
of the final RM. The CM assists in developing the structural model and this is presented in table 
12 below. CM will be used in connection with the generation of the digraph. As can be seen in 
this step transitive links have been omitted. The initial digraph is constructed with transitivity 
from which, a final digraph can be derived by eliminating the transitive edges. The last digraph 
is presented in figure 5. This digraph will be finally converted into the ISM-based green-agile 
sustainability framework model. 
Formation of the ISM-Based Structural Model: 

ISM for RFs was arrived at from the developed digraph in Figure 5 by replacing the 
nodes of the graph with a verbal statement in the respective risk factor. The structural model 
presents the interconnection between the RFs. If a relationship between RFs b and a exists then 
it can be found by an arrow from a to b, respectively. 

The developed ISM model was verified and scrutinized for any kind of conceptual 
conflict. This was seen in the result where the various RFs are grouped into eleven levels in the 
hierarchy model. A hierarchical system aims at ‘Limited support for reusability’ (R6) and ‘lack 
of long-term planning’ (B3) and is positioned at the top level that depends on ‘limited support 
for real-time system and large systems’ (B6). This risk factor at level II is realized by the lower 
level risk factor ‘lack of’. Customer’s presence (R). The only risk factor at the fourth level is ‘lack 
of formal communication’ (B23). It is directly influenced by ‘insufficient system documentation’ 
(B34) and ‘management overhead’ (B11). Both RFs can be achieved through ‘insufficient 
knowledge of the customer’ (R4). Figure 6 and Figure 7 demonstrate a distribution of the RFs 
into various hierarchical levels. 
MICMAC analysis techniques (RQ4): 

The RFs were classified into four groups – MICMAC technique [59]. The categories are 
explained as follows: 
Autonomous: Where both the driving and dependence power of RFs are weak, they would be 
regarded as autonomous RFs. These are comparatively less associated with the rest. These RFs 
are presented in Quadrant-I. 
Dependent: RFs with high dependence power but low driving power were regarded as 
dependent RFs. These RFs are described in the Quadrant-II. 
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Linkage: Those RFs that had both driving and dependence power to a great extent were 
considered linkage RFs. Such RFs are on the one hand modified by the lower-level RFs of the 
model and on the other hand, they impact the large number of other RFs in the model. These 
RFs are best described in Quadrant-III. 
Independent: The RFs having high driving power but low dependence power were regarded 
as independent RFs. These RFs are described in Quadrant-IV. In figure 10, the cluster power 
matrix of the RFs according to the dependence and driving power is demonstrated. The final 
iteration level of each risk factor is presented in Table 12 below. 

 
Figure 5. Digraph model for the risk factors 

In the above figure, the red color arrow represents the association at the same level while 
the sky color arrow represents the association with other levels. In response to RQ3, the contextual 
relationship among the RFs is modeled by developing the ISM model, as shown in Figure 10. The 
ISM model mixes the green-agile RFs in a hierarchy of six distinct levels with horizontal and 
vertical arrows showing the interrelationship among the RFs. The top RFs are those that have high 
dependence power but low driving power in the canonical matrix (Table 12). It means these RFs 
are affected by most of the RFs, but it does not affect any risk factor except those at the same 
level. On the other hand, the bottom RFs have high driving power and low dependence power in 
the canonical matrix (Table 12). It means these RFs help in achieving theoretically all risk factors, 
but it does not depend on any risk factor except those at the same level. 

As shown in Figure 7, at level VI (from the bottom), the risk factor R07, "Insufficient 
knowledge of the customer," has a driving power of 5 in the conical matrix (Table 12). This 
indicates that the risk factor contributes to the achievement of other theoretical RFs but is not 
influenced by any other risk factor. If left unaddressed, it becomes challenging to address all the 
factors that rely on it. Level V has two RFs R01 (“Insufficient system’s documentation”) and R03 
(“Management overhead”). These RFs have dependence powers of 4 and 5, respectively. For 
example, R01 and R03 are both dependent on R07, indicating that most issues arise from a lack 
of formal communication. 

Additionally, R01 is influenced by R06 and R03, while R03 is affected by R04 and R01. 
This suggests that "insufficient system documentation" and "management overhead" are 
primarily caused by "insufficient knowledge of the customer." Level IV has only one risk factor 
i.e. R05 “Lack of formal communication”, which depends on R01 and R03. Further level III 
consists of only one risk factor i.e. R04 “Lack of customer’s presence”, which is directly 
dependent on R05 and R07. 

Level II consists of one risk factor i.e. R02 “Limited support for real-time systems and 
large systems”. This risk factor is dependent on R08 i.e. “Lack of long-term planning”, which 
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means that if we have to develop real-time and large systems the organization must have proper 
and long-term planning. 

In last, level I consists of two RFs i.e. R06 “Limited support for reusability” and R08 
“lack of long-term planning”, having driving power of 1 in a conical matrix, as shown in Table 
12. R06 depends on R01, R08 and R02. Similarly, R08 depends on R02, R01, R04, R05, R03 and 
R07 as well. The risk factor is quite integral and weak to survive as it depends on several RFs to 
be addressed while developing GSS through agile methods in GSD. 

 
Figure 6. ISM-based Risk factors prioritization model 

 
Figure 7. Representation of cluster power diagram for MICMAC analysis 

For RQ5, the dispersion of the RFs is addressed by performing MICMAC analysis. For 
MICMAC analysis, the RFs are distributed into four Quadrants as illustrated in the dependence 
– driving power matrix (Figure 7). 
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Quadrant-I: The RFs under Quadrant-I have weaker driving and dependence power and, 
therefore are known as autonomous RFs. It is clear from Figure 7 that only no risk factor falls 
on the extreme ends of the autonomous quadrant.  

Quadrant-II: The RFs under Quadrant-II have very weak driving power and are known 
as dependent RFs. In this study, three RFs such as R2 (‘limited support for real-time systems 
and large systems’), R4 (‘lack of customer’s presence’), and R8 (‘lack of long-term planning’) are 
marked as dependent. These RFs are the ones that are influenced by independent RFs.  

Quadrant-III: The barriers under Quadrant-II have a strong dependence as driving 
power and are called linkage barriers in the MICMAC exploration. In this study, barriers such 
as R1 (‘insufficient system’s documentation’), R5 (‘lack of formal communication’), and R6 
(‘limited support for reusability’) are put in the linkage category. 

In the above figure, levels show priority such that level 1 represents high priority while 
level 10 shows lower priority. The risk factors with high dependence and low driving power are 
put at the top. Driving risk can achieve dependent risk. Top lever risk(s) are achieved by all 
others, but it cannot achieve any risk except at the same level if any. 

Quadrant-IV: The risk factor under Quadrant-IV has strong driving but weak 
dependence power and is known as an independent risk factor. In this study, only one risk factor 
is found independent i.e. R3 (‘management overhead’). 
Limitations: 

The following are the limitations of the research methods that have been used in this 
study and should be noted. The internal validity threat is that some of the reported RFs that 
have been described in some of the articles could not have explained the causes accurately. In 
this case, we are not able to contain such menace. The authors of such research articles did not 
mention the intrinsic reasons. 

This could also mean that some studies are predisposed to find out only a specific set of 
RFs. Most of the chosen articles were case studies, experience reports, and some empirical 
studies that could be publication-biased. 

We only restricted our search to five research venues. In addition, because of a higher 
number of publications in the field in recent years, there is a possibility that some of the relevant 
articles were not included when compiling the results of the SLR. However, it is not a systematic 
omission as described in the literature [39][75]. Nevertheless, we believe that our presented 
findings (RFs) are based on the extraction from the most relevant published literature. 

In the second stage, we carried out an online questionnaire survey in the GSD industry 
to validate the SLR results, and to find out new factor (s) in addition to the identified list. In this 
regard, we got 106 questionnaires as the final sample from 25 different countries. It was better 
that we could have invited more GSD practitioners, but it seemed quite difficult due to limited 
resources and time constraints. Due to limited international informants in a questionnaire 
survey, one should be vigilant when generalizing the results. 

We selected a questionnaire as a tool to get practitioners’ perspectives on the RFs. On 
major drawback of this method is that respondents are provided with a list of factors, which 
tends to confiscate the respondents. We tried to cope with this issue by supporting the survey 
informants to provide additional factors, other than the presented list. However, like other 
researchers [73][76][77][78], we are also fully confident in our findings because we acquired the 
data from GSD experts with disparate roles and active involvement in agile GSD projects.  
Conclusion: 

This study demonstrates that green and sustainable practices must be integrated with 
agile software development as GSD becomes more prevalent in modern development practices. 
An SLR analysis helped us identify 8 major RFs that GSD vendors need to address properly to 
achieve success with agile methods for delivering green and sustainable software. A survey of 
106 GSD experts from 25 countries validated the importance of these RFs and revealed some 
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variations through two-proportion Z-test statistical analysis. The interpretive structural 
modeling framework developed offered a structured mapping of the RFs interdependencies 
which presented important insights to help practitioners. 

Research findings demonstrate that software development requires an equilibrium 
between agility and sustainability to maintain both efficient user-oriented development and 
environmental responsibility. The survey results match the findings from the SLR review thus 
demonstrating the significance of recognized risks in practical software development scenarios 
for future research development and practical applications. 

Future research should focus on the integration of Artificial Intelligence (AI) and 
Machine Learning (ML) approaches to bolster risk identification and risk mitigation for agile 
methodologies in GSD environments. Further, the use of AI and ML can produce predictive 
models that analyze real-time project data for RFs detection while enabling proactive sustainable 
software development decision-making. 
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