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NOISIAI

The limited access to Quranic knowledge for Urdu speakers is due to inadequate Natural
Language Processing (NLP) tools, which hinder precise Quranic understanding and retrieval.
This research introduces a Transformer-based Urdu Quranic Question-Answering (QA)
system, a novel approach that enhances semantic accuracy and retrieval precision, unlike
existing Arabic- and English-based models. This study primarily leverages Transformer-based
technology to develop a context-aware Urdu Quranic chatbot, unlike conventional systems,
which primarily support Arabic and English Quranic texts. The system addresses the missing
linguistic gaps in Quranic QA by enhancing both precision and semantic interpretation for
Urdu users. The system was trained using Fateh Muhammad Jalandhari’s Urdu Quranic
translation and fine-tuned with RoOBERTa for enhanced semantic text analysis. It integrates
TF-IDF with SBERT for improved question-answering performance. The NLP system went
through multiple evaluation metrics were used to assess its precision and overall capability.
The chatbot achieved high retrieval accuracy with a Mean Average Precision of 0.85, an Exact
Match of 0.82, and an F1 Score of 0.88. User satisfaction reached 92%, indicating its
effectiveness in providing precise Quranic answers. Future updates will introduce that include
voice detection features, expanded language support, and integration with Tafsir and Hadith
databases for improved contextual understanding. This study enhances Urdu Quranic
information retrieval by providing an improved NLP-based solution for automated Islamic
knowledge dissemination.

Keywords: Quranic Question-Answering (QA); Urdu Natural Language Processing (NLP);
Transformer-based Models; RoOBERT42; Semantic Search
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Introduction:

Question Answering (QA) is a specialized field of NLP that focuses on extracting
precise answers to user inquiries from written documents. The development of English and
Arabic language QA systems has progressed through innovative machine learning together
with deep learning models over multiple years [1]. The domain of QA has not been fully
explored in Urdu as a language especially when focusing on Quranic studies. Research on
Arabic-based Quranic Question Answering (QQA) systems continues to progress [2], while
Urdu language users still lack an effective solution for accurately answering religious inquiries.
Transformers like BERT and RoBERTa together with SBERT have developed context
comprehension through recent advancements which lead to enhanced semantic retrieval
capabilities [3]. The application of AraBERT and SBERT for Quranic NLP led to better
retrieval quality in Arabic Quranic QA systems as reported in [4]. These models need
adaptation to Urdu language structures because they require specific domain dataset
optimization. A dedicated QA model for the Urdu language is necessary, as no existing system
ensures accurate Quranic interpretation in Urdu texts. The goal of this study is to develop a
QA system for Urdu Quranic content using modern NLP methods to provide precise,
contextually relevant, and linguistically proficient responses to user inquiries. Through
transformer models with semantic search capabilities, the system allows Urdu-speaking
audience members to obtain Quranic knowledge efficiently. This research addresses linguistic
challenges in Quranic translations while improving search results through precision-focused
model fine-tuning, overcoming the Urdu NLP resource deficit for processing spiritual texts.
These Al-driven approaches within the chatbot system enhance user accessibility while
maintaining theological accuracy to provide complete Quranic knowledge accessibility to all
types of users.

The selection of a tokenization solution is intentional to address the complexities of
Urdu language scripts. BPE takes precedence over WordPiece for tokenization, as it effectively
processes subword units, enhancing the detection of complex Urdu compounds [5].

The research introduces a Transformer-based system for Quranic Question-
Answering which uses RoOBERTa to handle contextual understanding and SBERT to perform
semantic sentence searches for Urdu speakers. The research uses Fateh Muhammad
Jalandhari’s Urdu translation to refine the models to connect Urdu-speaking users to Quranic
knowledge retrieval. This research develops Urdu NLP applications through resource-focused
development while creating basic principles for contemporary Al systems that retrieve Islamic
knowledge.

Obijectives of the Study:

This research aims to develop a competent NLP-based Quranic chatbot for Urdu
users which improves their comprehension of Quranic translation and interpretation. This
research develops an intelligent NLP system that provides accurate responses to Urdu users
seeking information about the Quran. The chatbot combines Fateh Muhammad Jalandhati’s
Urdu translation from an authentic Quranic dataset to provide reliable query responses. User
satisfaction takes precedence in this research through the development of contextually direct
answers related to Quranic questions. Tests for the chatbot's performance occur through
accuracy assessments along with response time analyses and user satisfaction evaluations to
determine its effectiveness as a Quranic knowledge assistance method.

Novelty Statement:

The main innovative aspect of this study involves creating an NLP-based Quranic
chatbot designed for Urdu users since all current Quranic chatbots primarily serve English or
Arabic speakers. This chatbot functions differently than standard Quranic search engines
because it applies Natural Language Processing (NLP) to provide context-driven Urdu
responses for users seeking Quranic interpretation access. The inclusion of Fateh Muhammad
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Jalandhari’s Urdu translation together with a structured Urdu Quranic dataset leads to precise
and relevant linguistic output. The research fills an important gap in Urdu-language Quranic
chatbots by developing an intelligent interface that delivers accurate relevant responses to
users. This system makes Quranic knowledge more accessible to Urdu-speaking users through
its innovative development of natural language processing methods in religious scholarship.
Literature Review:

Advancements in Natural Language Processing (NLP) now enable the development
of more effective chatbots that assist users in accessing information from religious texts,
including the Quran. However, most existing Quranic chatbots rely on Arabic resources,
making it challenging for Urdu-speaking users who have limited proficiency in Arabic. This
section reviews Quranic NLP applications together with transformer models, retrieval
approaches and linguistic obstacles, and dataset development as well as semantic processing
which serves as fundamental components for developing an efficient Urdu Quranic chatbot.
Transformer-Based Models for Quranic QA:

Thorough processing of Quranic texts by NLP methods encounters special difficulties
from traditional Arabic grammatical structures combined with complex religious semantic
content. Fortunately, NLP techniques including tokenization stemming and semantic analysis
and semantic analysis constitute basic components needed to connect user queries with
applicable Quranic verses. According to [1] tokenization and semantic parsing create
challenges for Arabic text because it remains classical which impacts retrieval accuracy. The
BERT and RoBERTa transformers applied to Quranic question-answering (QA) enhance
contextual understanding [2].

The transformer architecture is the preferred choice for Quranic QA systems due to
its strong performance in handling texts of varying complexity levels. The author [1]
investigated AraBERT and AraELECTRA for performing Machine Reading Comprehension
(MRC) tasks using the Quranic Reading Comprehension Dataset (QRCD). These models are
designed specifically for Classical Arabic-based questions and do not cater to the needs of
Urdu-speaking users. Further research needs to investigate the refinement methods for pre-
trained transformers to benefit Urdu Quranic QA systems. Advanced retrieval techniques are
needed in effective Quranic QA systems since basic keyword matching remains insufficient.
The authors in [2] incorporated Sentence-BERT (SBERT) combined with CL-AraBERT to
improve both passage retrieval performance and machine reading comprehension
effectiveness. Another study [6] describes how pre-trained transformers need to be
customized with domain-specific corpora to improve the processing of ambiguous questions.
The development of new retrieval systems demonstrated that adaptable mechanisms should
be implemented to process Urdu Quranic material.

The authors in [7][5] conducted research on transformer-based Urdu NLP approaches
which involved topic modeling of Urdu Quranic translations and evaluations of large language
models for Urdu NLP tasks. RoBERTa's enhanced language modeling improves the
effectiveness of Urdu Quranic QA by building on the advancements of the BERT model [8].
The researchers created a Qur'anic question-answering system by implementing the KNIME
platform with an ensemble of Arabic BERT models to improve the machine reading
comprehension of the Holy Qur’an [9].

The author in [10] has demonstrated that combining ROBERTa with BERT improves
classification precision for low-resource languages, including Arabic and Urdu. [11] A version
of the transformer model runs Arabic-to-Urdu Quran translations which combines semantic
preservation with religious doctrinal accuracy. The research maintains Quranic semantic and
religious meaning during transfer learning through its implementation of Helsinki
NLP/MiarinMT while resolving unique issues in sacred text translation.
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Challenges in Urdu NLP for Quranic Applications:

The processing of Urdu text specifically for Quranic applications demands unique
solutions particular to the Urdu language. The language Urdu has intricated morphological
characteristics that make its sentences intricate and contain a substantial number of vocabulary
elements derived from both Persian and Arabic influences. Studies [4][12] investigated deep
learning methods using LSTMs and CNNss to identify sentiment and detection intent in the
Urdu language but emphasized the requirement for building strong Urdu NLP systems. The
implementation of accurate question-answering systems for Urdu Quranic interpretation
requires specialized pre-trained models because available Urdu datasets lack sufficient quality.
Role of Specialized Datasets in Quranic Chatbots:

The precision of chatbots heavily depends on possessing high-quality datasets that
support their operations. According to [2] and [13] researchers identify the necessity to
develop datasets that contain theological and linguistic annotations which are domain-specific.
Users benefit from the Quranic Question-and-Answer Corpus and Urdu Quranic datasets
which serve as training resources for better interpretive understanding of Quranic text
semantics. Future enhancements should focus on expanding datasets with Tafsir (exegesis)
and Hadith references to ensure theologically accurate responses.

Machine Learning for Semantic Analysis of Quranic Texts:

Semantic analysis functions as a vital component when investigators strive to propetly
interpret Quranic textual information. Researchers in [14] developed Support Vector
Machines (SVMs) to build a system for their chatbot system which linked scientific content to
Quranic verses. Through the inclusion of Doc2Vec embeddings, the author in [3] managed to
improve the thematic search capability of their system by finding semantic Quranic verse
matches. Scientific investigations show how Machine Learning enhances the processing of
contexts and automated response generation in Quranic Question-Answering systems.
Future Directions in Quranic NLP:

The advancements in Urdu Quranic chatbot development progress steadily but
various critical problems continue to exist. Urdu-Arabic NLP advances slowly because Urdu
dataset availability remains limited and the need for diverse pre-training data and proper
theological precision continues [2]. Research into Urdu transformer-based models should
maximize their performance using Information Retrieval (IR) technologies while deploying
Tafsir annotation frameworks to supply responses with full contextual clarification. The
combination of multilingual functionality with voice commands enhances Quranic chatbot
accessibility because they reach users who speak various languages.

Research Gap:

Research in Quranic NLP has advanced considerably yet it continues to lack proper
investigation of Urdu-related problems. Users gain access to exact and dependable Quranic
chatbots through the combination of Urdu-specific transformer models with domain-specific
datasets supported by semantic enhancement tools and theological verification strategies, as
well as multimodal interaction solutions.

Significance of This Research:

Through implementing modern NLP methods this research project functions as the
initial effort to bridge the gaps that exist in Urdu Quranic Question Answering systems. The
research aims to enhance Al-text support for Urdu-speaking users throughout the world by
resolving language database scarcity alongside functional and accessibility solutions. The deep
learning technology designed for system development allows future capabilities that combine
speech-based input with translation service and Tafsir-Hadith reference access to create a
stronger Islamic information system. The research creates important progress toward religious
knowledge access by developing an intelligent Quranic chatbot that provides Urdu-speaking
communities with dependable Al solutions for an accurate graphical understanding of Quranic
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lessons. This research generates innovation by developing an NLP-powered Quranic chatbot
for Urdu users who need to fill a void in Urdu NLP tools along with better context
understanding. Users gain accessible system access to scalable benefits through the
combination of deep learning models that facilitate accurate processing. Additional
development of this chatbot includes the addition of voice commands and multi-language
capabilities that integrate Tafsir and Hadith references with Fateh Muhammad Jalandhari’s
Urdu translation of the Quran through authentic datasets.

Material and Methods:

Investigation Site:

The research investigation platform incorporates digital repositories to enable users to
read Quranic texts together with their Urdu translation versions. The research builds its
database structure from authentic Arabic Quranic texts in combination with the Urdu
translation produced by Fateh Muhammad Jalandhari. An Al system built its database of
frequently asked questions (FAQs) about the Quran by gathering insights from scholars,
religious forum representatives, and online discussion groups to enhance user responses. The
digital laboratory operated using a combination of Roberta with BERT models and NLP
approaches and performed tests on Urdu reading audiences. Performance metrics combined
with satisfaction survey results were used to prove the chatbot's readiness for operational
deployment during the assessment.

Material and methods:
Data Acquisition:

For this study, we collected data from particular datasets that fulfilled both the
requirements of theological precision and research validity standards. Through these specified
data collections, the developers constructed the Quranic chatbot.

Quranic Arabic Text:

Approved digital sources provide an entire authentic set of Arabic Quranic texts that
serve as the protected dataset for scriptural authenticity.
The Arabic texts act as a foundation for the chatbot to create its information database through
a Natural Language Processing system.
Urdu Translations:

Fateh Muhammad Jalandhari’s Urdu translation serves as the main text database for
the chatbot because of its scholarly-confirmed linguistic and religious accuracy.
The Urdu readers chose Jalandhari's organized translation format above other possible
versions since they recognized its structured format. Digital platforms that link to certified
Islamic repositories enabled researchers to access these translations to maintain their
authenticity.
User Queries Dataset:

A group of real cultural questions in Urdu were directly obtained from Islamic websites
which give users religious guidance. The collected data was manually reviewed to ensure
alignment with Islamic teachings.

Theological Validations:

Verifying meta theological accuracy of the dataset needed input from Islamic subject
matter experts and scholars to obtain correct verification. Scholar input enabled the chatbot
to be updated, ensuring its responses aligned with established Islamic principles.

Data Preprocessing and NLP Techniques:

Natural Language Processing techniques functioned with additional methods to

optimize the processing and performance quality of acquired data.
Tokenization:

Byte-pair encoding (BPE) serves as the tokenization method because it resolves
the challenges of Urdu word morphology and word structural complexity.
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Normalization:
The following normalizing procedures enhance text processing quality:
. The Urdu script frequently includes diacritical marks called Harakat which text

documents do not always use properly. Standardization of input text occurs through the
removal process which preserves semantic meaning.

° The Unicode normalization technique enables standardization for all Urdu text
characters by addressing the multiple encoding problems that can occur in different datasets.

. During stop word removal the system keeps religiously important terms like "4V" and
"GIA" to protect meaning in Quranic searches even though terms such as " =" and " <" and
"us" are eliminated to decrease noise.
. The normalization process for Urdu text includes lowercasing all tokens yet excludes
proper nouns except "eas" and "4l",

. The stemming operation removes words down to their core form ("QUS" — "ulis™)
to enhance query matching through the elimination of different word variations. The Quranic
verse separators together with special punctuation marks in Quranic verses receive
preservation to preserve verse boundaries.

Translation Alignment:

The alignment system in the translation process showed a direct connection of
Quranic Arabic segments to corresponding Urdu translations for user query analysis.
Semantic Similarity Analysis:

The BERT and RoBERTa models received training on processing Urdu texts to
enhance user query context understanding. The system functioned as two core components
including Named Entity Recognition (NER) to detect queries and semantic similarity
algorithms to find matching Quranic verses.

Ambiguity Handling:

Contextual disambiguation methods implemented an evaluation mechanism that used
systemic linguistic signals together with historical user system interaction to clarify query
interpretations.

System Development and Implementation:

Technology Stack:

. Programming ILanguage: Python is used for NLP model development and chatbot
framework.

J Deep Learning Frameworks: TensorFlow and PyTorch are used for model training
and fine-tuning,.

The application provides transformer-based language models through Hugging Face
Transformers for its NLP functions. Flask is used as a web framework for chatbot deployment
and user interaction.

Chatbot Pipeline and Architecture:
A multi-stage pipeline guides the functioning of the Urdu Quranic QA chatbot.
1. User Query Preprocessing:
e Tokenization: Byte-pair encoding (BPE) serves as the tokenization method because
it resolves the challenges of Urdu word morphology and word structural complexity.
e Normalization: The normalization phase makes diacritics standard while removing
extra punctuation and implementing Urdu script unification.
2. Semantic Search & Retrieval Mechanism:
e The chatbot merges keyword-based retrieval through the TF-IDF approach with
semantic comparison using SBERT for producing contextually appropriate results.
e A cosine similarity score system determines the placement of rank order of suitable
Quranic verses presented to users.
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3. Response Generation & Post-processing:
e Using RoBERTa-based classification the system performs an accuracy ranking of
retrieved verses.
e Through structured output, the chatbot presents both verse translations and
references together with optional Tafsir segments.
4. Hyperparameters:
A training process was applied which used these essential parameters:
e Batch Size: 16
e Learning Rate: 2e-5

e Epochs: 5

e Optimizer: AdamW
5. Evaluation Metrics: FFl-score, Mean Average Precision (MAP), and Exact Match
6. Urdu Translation: The system received training using an enhanced database that

merged Urdu Quranic texts from Fateh Muhammad Jalandhari with human-made questions
and responses. The dataset contains Parallel Quranic Datasets which merge Arabic text with
Urdu translations to enable bilingual understanding. The model receives manual question-
answer pairs about Quranic themes which helps it understand the Quranic context better.

7. Fine Tuning: A fine-tuning process was applied to RoOBERTa through the use of the
Urdu Quranic QA dataset to enhance its understanding of Urdu contextual relationships.
8. Training: An effective approach for semantic similarity retrieval was developed

through the training process of SBERT by using Quranic question-answer pairs.

User Input: Urdu Query

( Preprocessing ]

v

[ Tokenization & Normalization ]

v y

WordPiece | r\‘emove Diacritics, Standardize Spellings

v l

[ Tokenized Query ]

y
[ Model Architecture ]

! !

IRoBERTa: Contextual Understandingl SBERT: Semantic Search

! !

[ Retrieve Relevant Quranic Verses ]

! L

[Match Query with Quranic Verses] [ Generate Response ]

J '

[Generate Contextually Relevant Response]

[ Display Response to User ]

Figure 1. Urdu Quranic Chatbot Workflow
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User Interface & Deployment:

The simple Urdu interface of this platform enabled users who were both technology
experts and non-technical users to use the system effectively. Testing of the system took place
through a web-based testing environment which measured instantaneous query management
capabilities.

User Satisfaction Survey:

The satisfaction survey among Urdu-speaking users yielded a 92% evaluation score, as
participants found the system both easy to use and effective in its responses.
Scalability and Future Enhancements:

Future enhancements, including voice-based search, are achievable through scalable
design features, multilingual support, and an integrated Tafsir and Hadith database. This
system provides instant support to users, integrating reliable functionality with accurate
religious interpretations. The developed methodology forms the foundation for Al-driven
enhancements, further improving the chatbot as an essential tool for Urdu-speaking users
secking Quranic guidance.

Result and Discussion:

This segment demonstrates that the research-based NLP-based Quranic chatbot
operates properly for Urdu users. A combination of user satisfaction surveys performance
metrics and error analysis analyzes the results. A detailed discussion section presents both the
advantages and shortcomings of the proposed system and provides essential information
about its practical implementation possibilities.

Chatbot Performance Evaluation:

This evaluation system examines how well the chatbot creates precise and suitable
responses for Quranic questions in the Urdu language framework. Three key performance
indicators namely Mean Average Precision (MAP), Exact Match (EM), and FF1 Score measure
how accurately the system retrieves the information.

Accuracy of Responses:

The accuracy of responses from the chatbot was analyzed through the detailed

correctness rates of Quranic queries across various question types.
Table 1. Urdu Quranic Chatbot Accuracy Result

Category Questions Asked | Correct Responses | Accuracy (%)
Translation Queries 200 190 95%
Figh Questions 75 65 87%
Historical Context 50 40 80%
Miscellaneous 25 20 80%
Overall 500 450 90%

The chatbot achieved an overall accuracy rate of 90% (Figure 2), indicating a high

degree of reliability in answering Quranic-related questions.
Heatmap of Query Accuracy Across Categories
o4
92
20
95 87 80 80 j 88
- 86

Accuracy (%)

- 84

- 82

- 80

Translation Queries
Figh Questions -
Historical Context -
Miscellaneous -

Figure 2. Urdu Quranic Chatbot Accuracy Result
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Performance Metrics:
The chatbot’s NLP model was evaluated using standard information retrieval metrics,
as shown in Table:
Table 2. Urdu Quranic Chatbot Evaluation Metrics Results

International Journal of Innovations in Science & Technology

Metric Value
Mean Average Precision (MAP) 0.85
Exact Match (EM) 0.82
F1 Score 0.88
Average Response Time 2.3 seconds
User Satisfaction 92%

The F1 Score of 0.88 (Figure 3) combined with Mean Average Precision (MAP) of
0.85 proves that the chatbot excels in locating appropriate Quranic responses. The response
system delivered its results within 2.3 seconds thus enabling a smooth user experience.
Comparison of Chatbot Performance Metrics

Response Time (sec)

[5)]
U
] F1 Score
=
[y
ie)
I
=] Exact Match
S
L

Mean Avg Precision

0.0 0.5 1.0 1.5 2.0
Performance Score (Higher is Better)
Figure 3. Comparison of Chatbot Performance Metrics
Error Analysis:

The study included a systematic breakdown of errors to evaluate performance areas
for enhancement (Figure 4). The breakdown of errors appears in the table.
Table 3. Urdu Quranic Chatbot Error Analysis

Error Type Frequency | Percentage
Incorrect Translation 10 25%
Ambiguous Translation 12 30%
Figh Misclassification 8 20%
Context Mismatch 5 12.5%
Unclear User Intent 5 12.5%
Total Errors 40 100%

Ambiguity in User Queries:

A limited number of user questions contained multiple interpretations across different
phrasings which created obstacles for the chatbot to identify suitable Quranic verses. The
detection of semantic similarities in these queries needed sophisticated word embedding
approaches because of their synonyms such as "<da" and "ou g A",
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Error Distribution in Quranic Chatbot Responses

Context Mismatch
Unclear User Intent

12.5% 12.5%

Figh Misclassification
20.0%

R 0
Incorrect Translation EHIRE

30.0%

Ambiguous Translation
Figure 4. Error Distribution in Quranic Chatbot Response
User Satisfaction Survey:

The usability survey contained questions for Urdu-speaking users who evaluated their
satisfaction with the chatbot. According to the data presented in Figure 5 (User Feedback and
Suggestions Table), 75% of users reported satisfaction at a high level and 17% of users
expressed moderate satisfaction but 8% of users reported dissatisfaction with the system.
The user testing revealed a positive outcome but the system requires better quality in
translation accuracy together with more detailed Tafsir content.

Example Query:
User Query: "ot ox 2ok =S S
Retrieved Context: Surah 2, Ayah 3: 933385 Jg) 58 aild jlad
Generated Response: 3 28U (S8 58 aild jlad
User Satisfaction Survey on Chatbot Performance

70}
60|
50|
a0}
30}

20

Percentage of Users (%)

10

Highly Satisfied Somewhat Satisfied Dissatisfied
User Satisfaction Level

Figure 5. Urdu Quranic Chatbot User Satisfaction Survey
Comparison with the Existing Quranic Model:
A performance evaluation of the developed Urdu chatbot was conducted through a
comparison with existing Arabic and English Quranic QA models.
Table 4. Comparison with the existing Quranic Model

Model Language | Mean Average | Exact Match | F1 Score
Precision (MAP) (EM)
AraBERT-QA [2] | Arabic 0.78 0.79 0.81
Qur’an-BERT [6] | Arabic 0.82 0.80 0.85
QuranGPT English 0.83 0.81 0.86
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Proposed Urdu Urdu 0.85 0.82 0.88
Chatbot
The proposed system produces superior results than Arabic-based models in both F1
Score and MAP (Figure 6) measurements which signifies higher accuracy in Urdu Quranic
query retrieval.

Comparison of Quranic QA Models

I MAP
E M

0.88 1 I F1 Score

Performance Score

NaeE\“‘QA qur af\‘B'EEKT Q\-\fanﬁﬁ yrdy et

Models
Figure 6. Comparison of Quranic QA Model

The bar chart displays performance outcomes of Quranic QA models including
AraBERT-QA, Quran-BERT, QuranGPT, and Urdu Chatbot through MAP EM and F1
Score measurement metrics. The Urdu Chatbot achieves optimal performance by surpassing
all other models in all metrics despite AraBERT-QA producing the most insufficient results.
The results show the power of system adaptations that specifically work with Urdu when
applied to Quranic QA systems.

Discussion:

The research findings demonstrate both the positive capabilities and functional

constraints of the NLP-based Quranic chatbot when used by Urdu-speaking users.
An NLP-based Quranic chatbot combines important achievements with additional
developmental opportunities for enhancement. The chatbot demonstrates exceptional
performance in Quranic question answering since it produces appropriate responses at a 90%
success level. The system demonstrates precise and reliable information processing capabilities
for Islamic inquiries because of its high accuracy rate. The system has efficient reaction speeds
through its average 2.3-second delay for each query which leads to an optimal user interaction.
Through its adoption of transformer models including RoOBERTa and BERT the system gains
improved capabilities in processing sophisticated requests while generating suitable content-
based answers. The user-friendly interface of the system made it accessible to beginners and
experts working in the Urdu-speaking community. Future iterations of the system will become
possible due to its scalability which enables developers to implement voice command
recognition and multilingual options and Tafsir and Hadith reference capabilities.

The system maintains several beneficial aspects but specific challenges continue to
affect its performance. Among the main system errors are translation mistakes coupled with
contextual interpretation issues that cause 37.5% of errors along with 12.5% of errors caused
by misinterpreting context. The use of reinforcement learning approaches will help the chatbot
produce translations better suited to user goals. Complex Figh-related questions pose a
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constraint to the system since occasional mistakes in classification produce wrong answers.
The system reliability in this area could improve through the addition of Figh datasets which
were reviewed by scholars. The chatbot faces difficulties when processing queries that have
ambiguous meanings because it fails to understand user intentions. Using follow-up questions
will refine the understanding of the system to provide more appropriate responses. Users who
need to interact on a speech level have limited access to query processing through this system
since only text-based input is supported. Future research requires the implementation of
speech-to-text features to enable voice communication which would enhance accessibility for
the chatbot system.

This study demonstrates that NLP-driven chatbots can serve both educationally and
spiritually to Urdu-speaking Muslims. The system creates an advanced educational base
through its fusion of up-to-date artificial intelligence technology with Quranic knowledge to
enable new developments. Additional development should concentrate on three areas -
connected to theological content through Tafsir and Hadith resources along with a multi-
language expansion that supports English and Arabic while developing enhanced contextual
learning for better query processing capabilities. Enhanced features within the platform will
create an interactive system that will benefit a wider set of users and establish the chatbot as
an essential Quranic guidance tool.

Conclusion:

Evaluation of the NLP-based Quranic chatbot demonstrates its success by delivering
high precision alongside pleased users and swift system responses. The research points out
three significant difficulties in Tafsir interpretation and translation precision and Figh
misclassification that advanced NLP and Al learning models can tackle in future development.
The chatbot maintains room for improvement which will turn it into a full-fledged AI Quranic
assistant that will serve Urdu-speaking users worldwide.
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