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Pneumonia is a serious lung infection that can be life-threatening, particularly for young 
children, the elderly, and people with weakened immune systems. Early detection is crucial but 
difficult because pneumonia signs on X-rays can be subtle. Many AI tools can help diagnose 
pneumonia, but they often work like “black boxes,” making it hard for doctors to trust their 
decisions. This study introduces a mobile app that uses Convolutional Neural Networks 
(CNNs) to detect pneumonia from X-rays. To improve transparency, we use Explainable AI 
(XAI) to highlight the areas of the X-ray that influenced the diagnosis. Additionally, we 
integrate a Large Language Model (LLM) to generate clear, structured medical reports. Our 
goal is to create a trustworthy and user-friendly tool for doctors in real-world settings. 
Keywords: Deep Learning for Pneumonia Detection, Explainable AI in Medical Imaging, 
Pneumonia Classification with AI, Ethical AI in Healthcare, AI for Radiology and X-ray 
Analysis 
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Introduction: 
Diagnosing pneumonia from chest X-rays is challenging, even for experienced 

radiologists, due to its subtle and variable indicators. While AI-powered tools exist, most 
function as "black boxes," providing results without explanations, which limits trust and 
adoption in clinical settings. 

Our research found that current solutions are mostly web-based and offer little 
practical value for radiologists. A dedicated mobile app tailored to their workflow would be 
more effective. We aim to develop an AI-driven mobile app that not only detects pneumonia 
but also highlights key areas in X-rays using Explainable AI (XAI) techniques. This will help 
doctors interpret results with confidence. 

To enhance usability, the app will include a Large Language Model (LLM) to generate 
structured, easy-to-understand medical reports. Designed for real-world healthcare 
environments, it will be rigorously tested for reliability and accuracy. By offering a transparent 
and accessible AI tool, we hope to support healthcare professionals in improving pneumonia 
detection and treatment outcomes. 
Related Work & Literature Review: 

AI-powered pneumonia detection from chest X-rays has become a major area of 
research, with the potential to make diagnoses faster and more accurate. Deep learning, 
especially convolutional neural networks (CNNs), has played a huge role in this progress.   
One breakthrough was CheXNet, a 121-layer CNN that performed at a radiologist's level in 
detecting pneumonia. It even used heatmaps to highlight affected areas, making its decisions 
more transparent [1]. Researchers have also improved accuracy by adding attention 
mechanisms to models like EfficientNetB0 and DenseNet121, helping them focus on the 
most important parts of an X-ray [2]. 

Another major step forward is the use of anchor-free object detection, which simplifies 
pneumonia detection by cutting down on computational costs while maintaining accuracy [3]. 
More recently, Vision Transformers (ViTs) have been introduced, using self-attention to 
capture both local and global features in chest X-rays, further improving performance and 
interpretability [4][5]. 

Despite these advancements, AI models often work like "black boxes," making it 
difficult for doctors to understand why a model made a particular decision. That’s where 
Explainable AI (XAI) comes in. Techniques like Grad-CAM create visual explanations by 
highlighting the regions of an image that influenced the AI’s prediction [6][7]. Tools like LIME 
and SHAP go even further, breaking down AI decisions at the feature level, making them 
more trustworthy and easier to interpret [8]. 

For example, lightweight CNN models combined with Grad-CAM have been 
successfully used to detect pneumonia and even COVID-19, providing clear visual 
explanations [9]. The use of XAI in diagnosing lung diseases is proving to be essential, giving 
doctors deeper insights into how AI makes its decisions [10]. 
Gaps & Opportunities: 

Despite these advancements, most existing solutions remain web-based and do not 
align with the practical needs of healthcare providers who require mobile-friendly intuitive 
applications. This research aims to bridge this gap by developing a mobile app that delivers 
accurate pneumonia detection with clear, visual explanations, ensuring that AI-powered 
diagnosis is both reliable and accessible for medical professionals. 
Objectives: 

• To develop a mobile-based AI tool capable of detecting pneumonia from chest X-rays 
using a custom Convolutional Neural Network (CNN). 
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• To enhance diagnostic transparency and trust by integrating Explainable AI (XAI) 
techniques such as Grad-CAM and LIME. 

• To automate the generation of medical reports through a Large Language Model 
(LLM), improving efficiency and consistency. 

• To provide an accessible, real-time solution tailored for healthcare professionals 
through a user-friendly mobile application. 

• To ensure secure data handling and communication using a Flask backend and 
Firebase for privacy-compliant storage and authentication. 
Novelty: 

Unlike existing pneumonia detection solutions that are primarily web-based and offer 
limited interpretability, this study introduces an integrated mobile application combining a 
custom CNN model (PneumoniaNet), Explainable AI (XAI), and a Large Language Model 
(LLM) for real-time diagnosis and report generation. The proposed system bridges the gap 
between high-accuracy AI diagnostics and clinical usability by offering transparent predictions 
and structured outputs tailored to radiologists’ workflows. This end-to-end pipeline—from 
image analysis to medical report delivery—is optimized for mobile environments, addressing 
key challenges in real-world deployment. 
Implementation and Methodology: 
Data Collection: 
The dataset for this study was collected from Kaggle, combining two publicly available 
datasets: 
• Chest X-ray Pneumonia Dataset 
• COVID-19 Pneumonia Normal Chest X-ray Dataset 
The dataset consists of two primary classes: 
• NORMAL 
• PNEUMONIA 
Before pre-processing, the dataset contained: 
• 3,896 NORMAL images 
• 4,273 PNEUMONIA images 

The datasets were merged by removing duplicate images, resolving naming conflicts 
through standardized renaming, and unifying class labels for consistency. 
Data Preprocessing: 
To enhance model generalization and improve performance, the following preprocessing 
techniques were applied: 
Normalization: 
• Images were rescaled to the range [0,1] by dividing pixel values by 255. 
Resizing: 

• Resized images to 224 × 224 pixels to keep them consistent with the model's 
requirements, make training faster, and use less memory.  
Handle Class Imbalance: 
• Handled class imbalance by applying the oversampling minority technique, duplicating 

NORMAL images until both classes had 4,273 samples each. 
• This ensures the model learns from both classes equally, reducing bias and improving 

the accuracy of predictions. 
Data Augmentation: 
• To further improve model generalization and mitigate overfitting, augmentation 
techniques were applied. 
• Random rotation, horizontal flipping, and zooming were applied during training. 

https://www.kaggle.com/datasets/paultimothymooney/chest-xray-pneumonia
https://www.kaggle.com/datasets/prashant268/chest-xray-covid19-pneumonia
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Figure 1. Dataset sample 

Model Design & Training: 
CNN Architecture: Implement, train, and fine-tune a custom CNN on the dataset and 
compare it with state-of-the-art models, including ResNet50, DenseNet121, and 
EfficientNetB0. 
Training Strategy: Split the dataset into training, validation, and test sets (e.g., 80%, 10%, 
10%). Use optimizers like Adam and loss functions such as categorical cross-entropy.  
Model Evaluation: Monitor performance using accuracy, precision, recall, and F1-score on 
the validation set. 

 
Figure 2. CNN Architecture 

Integration of Explainable AI: 

• Implement Explainable AI (e.g., LIME and Grad-Cam) to make the model’s decisions 
transparent.  
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• Grad-CAM and LIME both explain how a model makes decisions, but they do it in 
different ways.  

• Grad-CAM highlights the most important areas of an image that influence the model’s 
prediction, while LIME divides the image into sections and tests how removing parts affects 
the result. 
LLM for Medical Report Generation: 

• Use a Large Language Model (LLM) to automatically generate medical reports from 
X-ray images.  

• This helps doctors by saving time, ensuring consistency, and providing detailed 
analysis.  

• Train model (e.g., Llama) on medical data to create accurate and well-structured 
reports, making the diagnosis process more efficient. 
Mobile Application and Back-end Development: 

• Implement a Flask backend to serve the trained model’s predictions via REST APIs. 

• Ensure secure and efficient communication between the app and the server. 

• Utilize Firebase for storing user’s diagnostic results, logs, and images securely.  

• Implement user authentication for data privacy. 
Develop a user-friendly mobile app with Flutter that receives an X-ray image, sends it to the 

AI model deployed on the server, and retrieves the result

 
Figure 3. Methodology Flowchart 

Results: 
Model Performance: 

• PneumoniaNet (our custom CNN model) achieved 96.14% accuracy, with balanced 
performance across both classes.  

• It had 96.03% precision, 96.25% recall, and a 96.14% F1-score for normal cases, while 
pneumonia cases showed 96.25% precision, 96.03% recall, and a 96.14% F1-score. 

 
Figure 4. Classification report of PneumoniaNet 
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Figure 5. Loss and Accuracy plot over epochs 

• The confusion matrix confirms minimal misclassification, with 411 correct predictions 
per class and only 33 errors out of 855 samples. 

• The 99% ROC curve demonstrates strong model performance, with a high area under 
the curve (AUC), indicating excellent discrimination between normal and pneumonia cases. 

 
Figure 6. Confusion Matrix of Pneumonia Net 

 
Figure 7. ROC of Pneumonia Net 

Model Comparison: 

• EfficientNetB0 demonstrated superior classification performance.  

• However, Pneumonia Net (our custom CNN model) offers the best trade-off 
between accuracy and speed (3.6 times faster), making it a strong candidate for real-time 
medical imaging applications. 
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Figure 8. Pneumonia Net vs other state-of-the-art Models 

XAI (LIME vs Grad-CAM): 

• In the comparison image, the red areas (Grad-CAM) focus on specific key regions, 
while the blue areas (LIME) are more spread out and sometimes less precise. 

• Grad-CAM is better for medical use because it’s much faster and more focused. Unlike 
LIME, which must test many different parts of the image multiple times, Grad-CAM quickly 
finds the important regions in one step.  

• This makes it more efficient, especially when working with large numbers of medical 
images. Plus, its heatmaps clearly show where the model is looking, which helps doctors trust 
and understand AI predictions more easily. 

 
 

Figure 9. Original Image with Prediction Figure 10. LIME vs Grad-CAM 

Potential Challenges and Mitigation Strategies: 

Challenge Mitigation Strategy 

Data Limitations 
Use data from different sources to make the 
model more accurate and less biased. 

Class Similarity in 
Medical Imaging 

Utilize advanced CNN architectures (e.g., 
ResNet, EfficientNet) to capture subtle 
differences. 

High Computational 
Requirements 

Leverage cloud computing platforms (e.g., 
Google Colab, Kaggle Notebook) to utilize 
GPUs/TPUs for faster training and optimization. 

LLM Training for 
Medical Reports 

Use verified data, train the model on medical 
terms, and have experts review the results. 

Model Calibration and Uncertainty Estimation for Medical Usage: 
In our research, model calibration, and uncertainty estimation were critical to ensure 

the clinical reliability of Pneumonia Net, our custom CNN model. Despite achieving a high 
accuracy of 96.14% and balanced precision, recall, and F1-scores for both normal and 
pneumonia cases, medical deployment requires more than strong performance metrics. 
Calibration analysis was used to assess whether the model’s predicted probabilities aligned 
with actual outcomes—vital for determining how much trust clinicians can place in the AI's 
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confidence scores. Additionally, we considered uncertainty estimation by evaluating prediction 
variability in borderline cases. This helps flag uncertain predictions that may require further 
human review. Given the high-stakes nature of medical diagnosis, such as identifying 
pneumonia, incorporating well-calibrated outputs and uncertainty-aware mechanisms 
enhances the safety, transparency, and acceptance of AI systems in clinical settings. 
Limitations: 

While our AI-enhanced pneumonia detection model demonstrates promising results, 
several limitations must be acknowledged: 
1. Data Limitations: Our dataset comes from public sources and may not fully reflect 
diverse patient groups. Variations in imaging methods, equipment, and demographics could 
affect the model's accuracy across different populations. 
2. Model Interpretability: We have used Explainable AI (XAI) techniques like Grad-
CAM and LIME, but they have limitations. Grad-CAM highlights important features but may 
miss clinically relevant areas, while LIME is computationally heavy and less precise. 
3. Real-World Implementation Challenges: Bringing AI into healthcare requires 
thorough validation, regulatory approval, and clinician trust. Moving from research to real-
world use is complex, involving legal, ethical, and operational challenges. 
4. Computational Constraints: Deep learning models need high processing power, 
making them hard to run on low-end mobile devices. Cloud-based solutions help but raise 
concerns about latency, cost, and privacy. 
5. Dependency on High-Quality X-rays: AI accuracy depends on high-quality chest 
X-rays. Poor scans with noise or artifacts can impact performance. 
6. Ethical and Privacy Concerns: Handling medical data requires strict security and 
compliance with regulations like HIPAA and GDPR to protect patient privacy. 
Future Work: 
To improve and expand this research, we plan to: 
1. Enhance Model Accuracy and Generalization: Fine-tune Pneumonia Net with 
more diverse datasets to further improve accuracy and ensure it works well across different 
hospitals and imaging conditions. 
2. Develop a Mobile Application: Build a user-friendly mobile app that allows doctors 
to upload X-rays, receive AI-powered diagnoses, and view clear visual explanations. 
3. AI-generated Medical Reports: Train the Large Language Model (LLM) on more 
medical data to generate detailed and reliable reports, enhancing diagnostic support and 
efficiency. 
4. Validate with Clinical Trials:  Conduct real-world testing with medical professionals 
to assess the system’s reliability, usability, and effectiveness in hospital environments. 
5. Optimize for Performance and Accessibility: Explore cloud-based AI services and 
edge computing to make the model run faster, ensuring smooth performance even on low-
end mobile devices. 

These advancements will further strengthen the model’s real-world applicability in 
clinical settings. 
Conclusion: 

In this study, we gathered and combined datasets from multiple sources to make our 
model more reliable and adaptable. Using this data, we built PneumoniaNet, an AI-powered 
system designed to detect pneumonia from chest X-rays. To ensure accuracy, we used 
Convolutional Neural Networks (CNNs), and to improve trust, we incorporated Explainable 
AI (XAI) techniques so doctors could see why the model made a particular diagnosis. 

Our results show that PneumoniaNet achieved an accuracy of 96.14%, making it a 
strong candidate for real-world medical use. However, there are still some challenges to tackle 
before it can be widely adopted in clinical settings. These include making sure the model works 
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well across different datasets, optimizing it for mobile devices, and ensuring it meets medical 
regulations. 

By addressing these challenges, we move closer to creating an AI tool that can truly 
support healthcare professionals in diagnosing pneumonia more effectively. 
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