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oronavirus has affected daily lives of people all around the globe. Lungs being the 
respiratory organ are the most affected by such a virus. Alternative techniques for 
diagnosing the coronavirus involving X-rays and CT scans of the chest have been proposed. 

The severity of the disease, on the other hand, is a crucial component in the patient's treatment. As 
a consequence, an automated approach to ascertain the severity of the coronavirus on the lungs is 
designed to decrease the impacts of the coronavirus on the lungs and practice the right treatment. 
In this manuscript, we proposed a deep learning-based model for identifying the severity level of 
coronavirus on the lungs which is further categorized in high, moderate, and low. We employed 
Alex Net for the disease detection and Faster RCNN for the severity level prediction based on the 
affected area of the lungs. The evaluation is assessed using X-rays and CT scans of the lungs. Total 
1400 images have been employed for the training and performance evaluation of the proposed 
system. The metrics that we considered for the performance evaluation are accuracy, precision, 
recall, error rate, and time. The results showed that our proposed model attained about 98.4% 
accuracy and 98.15% precision.  
Keywords: Classification; Detection; Deep Learning; Severity Detection and Disease 
Identification. 
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Introduction  
An outbreak of the COVID-19 virus emerged in December 2019 in Wuhan, the capital of 

central China's Hubei province. Although it had a zoonotic origin however, its widespread human 
transmission has resulted in the spread of the virus all over the world. This virus's emergence has 
been officially labeled as a global pandemic, and it has impacted the complete lifestyle around the 
world [1] [2]. The common symptoms of this virus are fever and cough with other non-specific 
symptoms like dyspnea, headache, muscle soreness, and fatigue. Initial analysis in Wuhan reveals the 
presence of some bilateral lungs opacities on chest CT scans in infected patients. Moreover, the 
lobular and sub-segmental area of consolidation is considered as one of the most important factors 
in the infected patients [3]. The chest CT scan is witnessed worst approximately 10 days after 
symptoms [4].   

Due to advancement in Deep Learning (DL) techniques, various models of DL have been 
developed for the detection of corona virus. However, lab results are also considered for the 
validation of decisions by physicians. Transfer learning models have been employed i.e. Google Net, 
inception_V3 for virus detection that was trained on 320 images. The accuracy of this model was 
82.5%. Xu, Xiaowei, et al. (2020)  [5] have applied the VNET–IR–RPN model for both 
Segmentation and classification of CT scan images to detect the virus. Their model was trained upon 
528 CT scan images. The overall accuracy was observed as 86.7%. Song, Ying, et al.(2021) [6]  applied 
DRE Net based upon pre-trained ResNet50, very robust to detect objects within images. About 777 
images participated in this analysis to train their model and achieved an accuracy of 93%.   

El Asnaoui, Khalid, and Youness Chawk (2020) [7] have done a comparative analysis using 
modern Deep Learning models (VGG-16, VGG19, DenseNet201, Inception_ResNet_V2, 
Inception_V3, Resnet50, andMobileNet_V2) to check which model does better detection and 
classification. Dataset of 6087 images of CT and X-rays scans were availed to train the models. 
Results proved that inception_Resnet_V2 and Densnet201 provided good results comparatively 
(92.18% and 88.09 % respectively). Rajaraman et al.   [8] has developed a DL technique using X-ray 
images named as CXR images. He attained the 55% and 65% accuracies on test data using Twitter 
and Montreal CXR images. Gozes et al. (2020) [9] have built a model that enables covid patients to 
be distinguished from non-covid patients. Their approach generated a lung anomaly localization 
map as well as measurements. This approach was divided into two parts: 

Part I: To detect nodules, for that 3D analysis was used.  Small opacities were created using 
software, followed by localization and measurements.   

Part II: The lung Crop stage is the first phase in Part II.  A lung segmentation module was 
used to extract the lungs region of interest (ROI) (U-net architecture). The next step is to use 
ResNet50, a deep convolutional neural network model to detect coronavirus abnormalities. Narin 
et al. [10] Have built an autonomous and deep learning based technique for predicting Covid using 
X-ray images (2020). Three Deep Convolutions Architectures were used in the suggested technique. 
They have used a dataset comprising of 50 images of covid patient’s X-ray and 50 images of healthy 
person’s X-ray. The X-rays, as well as all other images, were scaled to 224x224 pixels. To get around 
the issue of a restricted number of datasets, the Transfer learning models were utilized by the 
authors. The DCNN was a transfer learning models that utilized the k fold method and the transfer 
learning methodology and achieved an accuracy of 98%.  

A deep learning classifiers system called "COVIDX-Net" was proposed by Hemdan et al. 
(2020) [11] to assist radiologists in automatically identifying Covid19. The framework created 
enables for the classification of Covid X-rays into covid positive and covid negative categories. They 
have used a set of data that included 50 X-ray images were divided into two groups: normal and 
Covid positive. Instances that are favorable, each consists of 25 X-rays images. The photographs 
were shrunk to 224x224 pixels. For the project, 80% of the photographs were used for testing and 
20% for training. By using VGG19 and Dense Net models they have attained results, with F-1 
scores of 89% and 91% for normal and covid positive patient, respectively.  

Farooq and Hafeez (2020) [12] introduced CNN to distinguish Covid patients from other 
Pneumonia and healthy patients. They used COVIDX dataset [13]. They used 5941 chest 
radiography images in the dataset, gathered from 2839 patients. They employed a subset of the 
COVIDX dataset, which was separated into four batches. Covid with 48 images, Bacterial with 660 
images, Viral with 931 images, and Normal with 1203 images the training stage, which was 
completed in three parts. The results showed that the suggested Covid Res-Net worked well. Shan 
et al. [14] have proposed a new DL model that can segregate and quantify infected areas in CT 
images of Covid patients. In order to assist radiologists in clarifying automatic annotation of each 
case, the authors used VB-Net Neural Network and (HITL) technique. They then employed 
evaluation metrics to analyze the model's performance. The CT scans were sorted into categories. 
The segmentation network has been trained using these CT images. 

The segmentation findings were manually corrected by radiologists and used to feed the 
model as updated data. They iteratively created the model. The study (Xu et al., 2020) used deep 
learning algorithms to identify COVID-19 from Influenza-A viral pneumonia and healthy pictures. 
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To classify Computed Tomography (CT) images, they employed multiple CNN. The procedure can 
be broken down into four steps: 1) The photos were pre-processed in order to extract the most 
useful pulmonary areas. 2) Multiple candidate picture cubes were segmented using a 3D CNN. 3) 
To distinguish the pictures patch into Covid, Influenza-A, and healthy, an image classification model 
was applied. 4) An overall analysis report for one CT sample was created using the noisy-or Bayesian 
function. For segmentation, the VNET-IR-RPN model was utilized, and for classification, the 
ResNet-18 model with the location attention mechanism model were used. They have achieved an 
accuracy of 86.7%.   

El Asnaoui et al. (2020) compared contemporary DCNN architecture for binary 
categorization of pneumonia images using fine-tuned VGG16. They achieved accuracy of 96%. The 
authors of Zhang et al. (2020) [15] demonstrated a deep learning algorithm for detecting Covid in 
patients using X-ray pictures of chest. The model consisted of three parts: The main network, which 
is made up of 18 layers of residual convolutional neural networks (RCNN), is the first. It extracts 
high level features from an X-rays of the chest. The second is the classification head, which is 
responsible for generating the Pcls classification score. It was driven by the main network's extracted 
features. The anomaly detection head is the third component, and it allows Pano to generate a scalar 
anomaly score. The choice was made based on a threshold T after calculating the categorization 
score and scalar anomaly score. The findings revealed that the sensitivity was high as 96% for T = 
0.15.  

In this research, we introduce a novel technique that will help the radiologist and the 
physicians to detect the presence of coronavirus and the severity of COVID-19 manifestation using 
the Deep Learning model. Hence, considering the sensitiveness of this disease, time does matter and 
any delay in the diagnosis and isolation of patients affects the treatment and prognosis and ultimately 
affects the control of the COVID-19 epidemic.   

The main contributions of the proposed framework are as follows: We proposed an effective 
coronavirus severity detection technique through a hybrid deep learning model i.e. Alex Net [16] 
and Faster RCNN [17]. Our proposed framework is robust to the input images of lungs i.e X-ray 
and CT Scans while existing state-of-the-art techniques are based on either X-ray or CT scan images. 
Our detection method effectively extracts the attributes from the images using modified Alex Net 
and categorizes the severity using Faster RCNN into three levels i.e. moderate, high, and low.  
Material and Methods.   

This study proposes a two-step technique for the detection of the corona virus's severity. In 
the first step, Alex Net was availed for the classification of the images to detect the virus's affected 
images. In the second step, faster RCNN was trained on multi-class images to determine the severity 
of the coronavirus. We have made the following block diagram shown in Figure 1 using Microsoft 
Visio showing the complete working of proposed model.  
Alex Net CNN for Detection of Corona Virus  

We displayed an Alex Net Convolutional Neural Network (CNN) for corona virus 
identification in the proposed strategy. Five convolutional layers, two fully hidden layers (totally 
connected), and one output layer make up the CNN's total of 25 layers (fully connected). Moreover, 
three maximum pooling layers having size 3x3 were manipulated with a stride of 1 after the three 
convolutional layers i.e. first, third, and fifth. After each convolutional layer and the first two fully 
connected layers, we exploited Rectified Linear Unit (ReLU) layers. Normalization layers having 
window size 5 were adopted after the second and third layers. Dropout value of 0.5 was applied 
before the first and second Fully Connected (FC) layers. A soft max layer was employed after the 
last FC layer. Moreover, the Alex Net accepts the size of the image as 227x227, however, images 
from our dataset had a resolution of 340x320x3, therefore down-sampled to the size of 227x227x3 
for the Alex Net algorithm as Alex Net architecture accept image’s dimension of 227x227. The input 
image was convolved on the first convolutional layer with a filter of 11x11. The size of the window 
was reduced to 5x5 in the next layer. The window size for the third, fourth, and fifth layers was set 
to 3x3. Fully linked layers with 4096 nodes were deployed after convolutional layers. Two nodes for 
the binary classification were added in the final FC layers: affected and non-effected. The parameter 
of learning rate was set to 0.01 and the batch size was set to 75.   
Problem Formation  

Let I={I1,I2,……,In} indicate the total number of images obtained from the CT scans and 

X-rays. Images were classified into two classes i.e. Affected as 𝐼𝑒𝑓𝑓and Non Effected as 𝐼𝑛_𝑒𝑓𝑓through 

Alex Net. For severity detection, 𝐼𝑒𝑓𝑓 images were classified further into three classes such as 𝐼𝑚𝑜𝑑, 
𝐼ℎ𝑜𝑔ℎ, and 𝐼𝑙𝑜𝑤 through Faster RCNN. 
Faster RCNN for Disease Severity Detection  

The Faster RCNN is a modified version of existing models such as RCNN and Fast RCNN, 
that operate the Edge Box to create the region proposals for the detection of objects. Faster RCNN 
exercises a Region Proposal Network (RPN) instead of the Edge Boxes technique to form the region 
proposals. Therefore, the complexity of Faster RCNN is reduced than existing models. The image 
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sample and the position of the affected area of the image sample are the two types of input for the 
faster RCNN. Faster RCNN is trained on images that fall into one of three categories based on the 
area of the bounding box that depicts the damaged lungs. 

Faster RCNN produces two outputs: 1) classified images based on training, and 2) bounding 
box coordinates.   

 
Figure 1. Architecture of the Proposed System. 

Image Annotation  
Image annotation is a process to label the classes for the classification in multiclass object 

recognition. In the proposed system, we have applied the labeling technique for annotation of the 
images and generated a manual box around the affected part of the lungs under the guidance of a 
medical expert. These annotations were saved in XML files that have three classes named "High", 
“Medium” and “low” for the affected part of the lungs and other properties such as x-minimum, y-
minimum, x-maximum, y-maximum, width, and height according to the class. For all images, there 
exists an XML file that was employed to create the CSV file. At last, the training file is created to get 
benefit in a training phase. 
Classification  

For classification of the images, according to COVID-19 virus severity effect on lungs, we 
apply trained faster RCNN. The Faster RCNN is trained on images of the lungs with three severity 
levels based on the bounding box area. COVID-19-related training is based on photos with a 
bounding box around the afflicted region of the lungs.  

Using factors such as height and width to show the diseased section of the lungs, we 
calculated the maximum area of the bounding boxes. The severity level is classified as mild if the 
region covers less than 25% of the lungs. The severity level is classed as medium if the area covers 
between 25% and 50% of the lungs. The level is classified as high if it is greater than 50%. 
Furthermore, the model complexity is lowered due to fewer bounding boxes in training photos. 
Hence, classified images of severity levels of patients, help the physicians to decide the further 
treatment. The severity level is defined as S, computed as described in equation 1.  

𝐿𝑜𝑤                                   𝑖𝑓 (𝑎𝑟𝑒𝑎 ≺ 25%) 

𝑆 = {𝑀𝑒𝑑𝑖𝑢𝑚     𝑖𝑓(𝑎𝑟𝑒𝑎(25% ≤ 𝑎𝑟𝑒𝑎 ≺ 50%)  1 

𝐻𝑖𝑔ℎ                                  𝑖𝑓(𝑎𝑟𝑒𝑎 ≥ 50%) 
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Dataset: 
The proposed model was evaluated on a dataset of 1400 unenhanced chest CT scans (700) 

[18] and X-ray images (700) [19] of lungs. The age range of patients was from 5 to 85 years. The 
dataset was divided into 350 non-covid images of X-ray, 350 non covid images of CT Scans, 350 
covid positive images of X-rays, and 350 covid positive images of CT Scans. Most of the patients 
were having co-existing diseases such as coronary heart disease, hypertension, diabetes, and 
pneumonia. Images were acquired of the inpatients having positive Reverse Transcription 
Polymerase Chain Reaction (RTPCR) test, additionally convoyed by clinical symptoms. The range 
of scanning was from the apex to the lungs. Moreover, the Image format was DICOM consisting 
of 16-bits grayscale values with the size of 512x512. Therefore, all images were down-sampled to 
(227x227 & 224x224) exploited for the training and testing. We selected 60% samples for the training 
of Alex Net and Faster RCNN and 40% for the testing of the model. For the training of Alex Net 
and Faster RCNN, images were down-sampled to the resolution of 227x227x3 and 224x224x3 
respectively. We altered various parameters in the training phase such as learning rate, epochs, and 
mini-batch size. We attained the best results for the CT Scan datasets as the images are more high-
quality than the X-ray.  
Experimental Evaluation.   

In this section we evaluated the performance of the proposed model, the metrics that we 
considered were precision, recall, accuracy, f1-score, and error rates. Both precision (percentage of 
true positive) and recall (percentage predicted as true positive) are vital metrics for retrieving 
performance information of the model. We are employing these metrics to evaluate the performance 
percentage of classification of positive cases using our proposed model and also in our case positive 
class retrieval should be accurately performed than the negative class as we don’t want to miss any 
covid positive case patient. Therefore, recall should be high as in critical medical cases we can 
compromise on precision and we cannot compromise on recall. Moreover, true positive (TP), false 
positive (FP) and false negative (FN) are employed in Precision and Recall as shown in Figure 2 and 
3. F1-score is the harmonic mean of both precision and recall. It is computed using FP and FN. 
More precisely, FP represents the number of images classified incorrectly as positive case and FN 
refers to the cases that are positive in reality however are classified as negative case.. It also provides 
us significant performance evaluation even in the case of unbalanced dataset. Furthermore, we have 
used accuracy as performance metric to compute the performance percentage of our proposed 
model over testing data. We have computed error rate to evaluate the percentage of our testing data 
that is misclassified.   

Formulae of above-mentioned metrics are given below:  

 
Confusion matrix is a summary table that exhibited the performance of our mode in term 

of prediction of the examples of every class. Axes of below matrix shows predicted-labels vs actual 
labels. Entries of following table tells us the number of positive covid cases the proposed model has 
correctly predicted i.e. TP, how many positive covid cases it has falsely predicted i.e., FP, number of 
negative covid cases it has predicted correctly i.e. TN, and how many negative covid cases it has 
falsely predicted i.e. FN. In the following confusion matrix, we have utilized 560 testing images of 
x-rays and CT scans. These images include 300 images of positive class and 260 images of negative 
class. The positive class images showed various severity levels, however in this experiment we are 
considering results of binary classification. The results are exhibiting the classification performance 
of the proposed system that is how many cases were correctly classified as positive and negative 
cases. The confusion matrix is shown below. 

We have made the following confusion matrix Microsoft Visio after results calculation. 
In the second evaluation step, we computed the performance of our proposed algorithm on 

both datasets i.e. CT Scans and X-ray images. The performance of our proposed model over both 
datasets images such as X-rays and CT Scans is considerable. The accuracy of the proposed model 
is 98.3% over CT Scans images and 98.5% over Xray images and error rates are 1.7% and 1.5% 
respectively. Furthermore, overall performance of our model is showing significance of the 
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technique to use it in medical field. The accuracy of the model is 98.4%, precision is 98.15%, and 
recall is 98.3%. Other than the evaluation results, our proposed algorithm is a generalized model 
that can be trained on less number of images for classification as compared to traditional machine 
learning based models which makes it capable to employ it for other disease detection problems. 
The detail of the results is reported in Table 1. The graph is shown in Figure 3. 

 
Figure 2. Confusion matrix for binary classification 
Table 1. Performance Evaluation on the Datasets. 

Dataset(Image)  Precision (%)  Recall (%)  F1-Score (%)  Accuracy (%)  Error (%)  

CT scans  98  98.1  98.05  98.3  1.7  

X-ray  98.3  98.5  98.4  98.5  1.5  

Average  98.15  98.3  98.22  98.4  1.6  

In our second experiment, we trained Faster RCNN, and Alex Net on training data 
separately to compare results with the proposed hybrid model. Faster RCNN takes a training time 
of 150 minutes for training images while Alex Net takes 175 minutes. Moreover, Alex Net performs 
classification on the bases of visual features whereas Faster RCNN employs bounding box for the 
object detection and performs classification. In our scenario, Faster RCNN is trained over effected 
are of lungs in X rays and CT Scans. The bounding box locations representing the affected area of 
lungs are fed to the model and then classification is achieved to assess the performance. The Alex 
Net algorithm achieves the 96% accuracy while Faster RCNN attains 96.8% accuracy. Furthermore, 
our proposed hybrid model achieves the 98.4% accuracy that shows the efficacy of the system. The 
comparative results are reported in Table 2.  

 
Figure 3. Performance Plot for the Proposed Model. 

We have made the graph shown in Figure 3 using Microsoft Excel sheets after results 
generation. 

In our last experiment, we compared the performance of our hybrid deep learning model 
against the various automated deep learning techniques i.e. X ception, ResNet_V2, DenseNet201, 
ResNet50, MobileNet_V2, and Squeeze Net employing the same dataset for training and validation. 
We tuned training parameters for the proposed system such as initial learning rate of 0.001, batch 
size of 35, and epochs of 20. Our proposed algorithm takes minimum time for training i.e. 39,200 
seconds. Additionally, for efficiency evaluation, we employed different datasets images i.e. CT scans 
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and X-ray images of Covid and pneumonia patients. The algorithm takes the same time for the 
training of both datasets. In Table 3, the detection performance comparison is shown. From the 
reported results, it is shown that our hybrid model outperforms the other deep learning methods. 
The comparison is shown in Figure 4. Furthermore, some of the positive class tested images are 
shown in Figure 5.  

Table 2. Evaluation Metrics for the Proposed System. 

 
Table 3. Comparative Analysis with the other Deep Learning Models.  

 

 
Figure 4. Comparison with the Existing DL Techniques. 

Figure 4 is showing the effectiveness of our proposed model in comparison to already 
existing models.   

 
Figure 5. Detection results on test data 

The images in Figure above were generated after implementation of technique on the input 
images, then after that we have formatted/combined those images in Microsoft Visio.  

We have employed various experiments to evaluate the results and efficacy of our proposed 
model. It is depicted from the results that our proposed algorithm outperformed the existing 
detection techniques of the corona virus detection. Our proposed model is based on transfer 
learning mechanism that is already trained over millions of images. Therefore, it can be utilized for 
other disease detection problems. The training time of our proposed system is also comparable to 
other existing techniques. Moreover, Faster RCNN algorithm extracts the most representative 
features from the images due to implication of bounding boxes, which is not a characteristic of the 
other existing classification models for corona virus detection.  
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Conclusion.  
This study proposes an effective Covid-19 severity detection framework using a 

combination of deep learning models. We harnessed Alex Net deep learning model for coronavirus 
detection to filter the virus-affected images. Next, we employed the Faster RCNN algorithm to 
detect the affected area of the lungs due to the virus. The severity of the ailment was determined 
based on the area. X-rays and CT scans of the lungs are maneuvered to assess the examination. For 
the training and performance evaluation of the proposed system, a total of 1400 photos were 
employed. The average accuracy of our proposed model is 98.3 percent, indicating the framework's 
effectiveness. The performance of our proposed framework degrades to some extent when X-ray 
images of pneumonia were classified as Covid-19 positive. We are planning to overcome this 
restraint in the future.  
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