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Many people, especially in Pakistan and India, speak Urdu. However, when they write it online, 
they often use Roman Urdu (Urdu written with English letters). The problem is that most 
chatbots struggle to understand Roman Urdu because there is no standard way to write it—
people spell the same words differently. This research aims to develop an intelligent AI chatbot 
that can understand and respond accurately in Roman Urdu. To achieve this, we will use 
advanced AI techniques such as Retrieval-Augmented Generation (RAG) and GPT-based 
models. The goal is to improve the chatbot’s accuracy and relevance, making it better at 
handling conversations in Roman Urdu. This study will explain how the chatbot is designed, 
trained, tested, and improved, helping AI work more effectively with languages that lack fixed 
writing rules. 
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Introduction: 
Roman Urdu is widely used on social media, messaging apps, and in informal online 

conversations. However, the lack of a standardized spelling system makes it difficult for 
traditional AI models to understand and process it accurately. The same word can be written 
in many different ways, such as "kesa," "kesae," or "kese," which often confuses natural 
language processing (NLP) systems. Additionally, users often mix Urdu and English within a 
single sentence, creating unpredictable language patterns that pose further challenges for AI. 

With the growing use of smartphones and increased internet access across South Asia, 
the demand for digital tools that support multilingual communication, including Roman Urdu, 
has risen sharply. Unfortunately, most current chatbots are not equipped to interpret Roman 
Urdu effectively due to these complexities. 

This research focuses on creating an AI-powered chatbot specifically designed to 
handle Roman Urdu. By leveraging advanced AI models and retrieval-augmented frameworks, 
the aim is to bridge the communication gap and provide users with a more adaptive, accurate, 
and natural chatting experience in Roman Urdu. 
Key Objectives: 
• Collect a dataset of Roman Urdu text from various online sources. 
• Train and test an AI model to understand and respond to Roman Urdu messages. 
• Compare the chatbot’s performance with existing NLP models. 
• Evaluate the chatbot’s accuracy and effectiveness using user feedback. 
• Identify common patterns in Roman Urdu to enhance model understanding. 
Roman Urdu and Natural Language Processing (NLP): 

Roman Urdu—a phonetic way of writing Urdu using the Roman alphabet—is 
commonly used on social media and messaging platforms. However, due to the lack of 
standardized spelling and grammar, it poses challenges for natural language processing (NLP) 
applications. 

A major advancement in this field was the development of Roman-Urdu-Parl, a large-
scale dataset containing 6.37 million sentence pairs. This dataset has been widely used for 
various NLP tasks, including training machine learning models and building transliteration 
systems. One such transliteration system achieved an impressive BLEU score of 84.67, setting 
a new benchmark in Roman Urdu processing. 
Sentiment Analysis in Roman Urdu: 

Analyzing user opinions from Roman Urdu text is an emerging area of research. One 
study collected 24,000 song reviews from the Indo-Pak music industry and evaluated several 
machine learning models for sentiment classification. Out of the nine models tested, Logistic 
Regression achieved the highest performance, with an accuracy of 92.25%. 
Retrieval-Augmented Generation (RAG) Models: 

Traditional large language models (LLMs) often produce inaccurate or outdated 
information. Retrieval-Augmented Generation (RAG) addresses this issue by first retrieving 
relevant data and then using it to generate responses. This approach helps ensure that the 
output is more accurate, up-to-date, and reliable, especially in tasks that require current or 
detailed knowledge. 
Multilingual Language Models: 

Multilingual NLP models are designed to handle multiple languages at once. However, 
most of these models focus on widely spoken languages, leaving less common ones, like 
Roman Urdu, underrepresented. Studies have shown that AI systems often face challenges 
with fairness and accuracy when processing such underrepresented languages, highlighting the 
need for more inclusive language resources and models. 
Ethical Concerns in AI for Underrepresented Languages: 
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AI models often reflect the biases present in the data they are trained on. Research 
shows that discussions around AI ethics are largely shaped by Global North perspectives, 
which tend to overlook the linguistic and cultural diversity of underrepresented languages. 
This raises important concerns about fairness, inclusivity, and the global relevance of AI-
driven technologies. 
Literature Review: 
Roman Urdu Natural Language Processing: 

Roman Urdu lacks standardized spelling rules, which makes natural language 
processing (NLP) tasks particularly challenging. To address this, researchers developed 
Roman-Urdu-Parl, a large corpus containing 6.37 million parallel sentence pairs, aimed at 
supporting word embeddings and machine transliteration [1]. 

For sentiment analysis, one study used a dataset of 24,000 Roman Urdu reviews to 
evaluate various machine learning classifiers. Among them, Logistic Regression achieved the 
highest accuracy at 92.25% [2]. Another study, based on e-commerce reviews from Daraz, 
reported a sentiment classification accuracy of 75% [3]. 

In the areas of transliteration and translation, researchers proposed syntactic 
frameworks and context-aware models that outperformed traditional systems like Google 
Translate [4]. 

Offensive language detection in Roman Urdu has also been explored. One approach 
using Logit Boost classifiers achieved a high F-measure of 99.2%, showing strong performance 
in filtering inappropriate content [5]. 
Retrieval-Augmented Generation (RAG) Models: 

Large Language Models (LLMs) often struggle with issues like hallucinations and 
outdated knowledge. To address this, Retrieval-Augmented Generation (RAG) models 
combine retrieval-based and generative techniques to enhance accuracy [6]. 

Recent studies classify RAG into three types—Naïve, Advanced, and Modular RAG—
each offering improved knowledge integration and greater factual reliability [7]. The CRUD 
framework (Create, Read, Update, Delete) is used to evaluate RAG’s effectiveness across 
applications beyond question answering, including content generation, summarization, and 
retrieval tasks [8]. 

To further enhance retrieval performance, researchers recommend multi-source 
knowledge integration, which is especially beneficial for handling informal and linguistically 
diverse data, such as Roman Urdu [9]. 
Multilingual Language Models (MLLMs): 

Models such as mBERT, XLM-R, and GPT support zero-shot learning, making them 
valuable tools for low-resource languages like Roman Urdu [10]. 
Challenges Include: 

Bias toward high-resource languages negatively impacts the accuracy of NLP models 
[11]. To address this, fair model selection guided by ethical AI principles, such as Rawlsian 
fairness, is essential [12]. Additionally, there are risks of multilingual jailbreaks, where models 
may generate unsafe content in less common languages [13]. To improve NLP for Roman 
Urdu, researchers recommend strategies like data augmentation, domain-specific fine-tuning, 
and bias mitigation [14]. 
Ethics in AI for Underrepresented Languages: 

Most AI governance frameworks are influenced by Western perspectives, often 
overlooking languages like Roman Urdu and others with similar challenges [15]. 
Key Ethical Concerns: 

AI models can reinforce linguistic biases and stereotypes, leading to discrimination 
[16]. Privacy concerns arise as large language models (LLMs) may inadvertently leak data, 
especially in low-resource languages [17]. Additionally, AI hallucinations contribute to 
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misinformation, which undermines user trust [18]. There is also the risk of AI being used 
maliciously to create harmful content [19]. Furthermore, the high computational costs of 
training and running these models pose environmental challenges and limit accessibility [20]. 
To address these issues, researchers propose developing fair datasets, ensuring transparency 
in AI decision-making, and applying ethical fine-tuning techniques [20][21]. 
Summary of the Literature Review: 

Much of the research on Roman Urdu focuses on tasks like word translation, offensive 
language detection, or sentiment analysis of reviews. However, one major gap is the lack of 
chatbots that can converse with people in Roman Urdu in real time. Roman Urdu doesn’t 
have fixed spelling rules, and people often mix English and Urdu within the same sentence—
yet very few systems are designed to handle this kind of informal, everyday language. While 
researchers have discussed advanced models like Retrieval-Augmented Generation (RAG) 
that improve accuracy, these have not yet been applied to Roman Urdu conversations. 
Additionally, most previous work has not tested how quickly or smoothly these systems 
perform in real-life settings. 

AICRU is a chatbot built to speak Roman Urdu and understand different spellings, 
sentence styles, and mixed English-Urdu inputs—something most systems struggle with. It 
uses a smart retrieval system to find the right information before responding, which helps 
deliver better and more accurate answers. Tests showed that improving the chatbot’s retrieval 
process made its responses faster and more relevant, resulting in smoother and more useful 
conversations. AICRU fills a major gap by turning theory into a real, working system that helps 
people communicate naturally in Roman Urdu. 
Methodology: 
Research Approach: 

This study combines developmental and experimental research methods to build an 
AI chatbot that understands and generates Roman Urdu text. 
• Developmental Approach: Focuses on creating key parts of the AI system, 
including collecting datasets, designing the model, and implementing the system. 
• Experimental Approach: Involves testing and evaluating the chatbot’s 
performance to ensure it delivers accurate and meaningful responses. 
Data Collection and Preprocessing: 

To create a diverse and high-quality Roman Urdu dataset for NLP training, the 
following steps are taken: 
• Dataset Selection: Relevant datasets are chosen from Hugging Face based on their 
size, text quality, topic variety, and inclusion of Roman Urdu-English code-switching. 
• Data Preprocessing: The selected data is cleaned by normalizing spelling and 
grammar, tokenizing text, and removing irrelevant or low-quality content. 
• Data Augmentation: The dataset is enriched using techniques like synonym 
replacement, paraphrasing, and adding intentional spelling variations to better represent real-
world language use. 
• Dataset Integration: All processed and augmented data is combined into a balanced, 
unified dataset that covers a wide range of styles, topics, and sources. 
Model Development: 

The chatbot is developed using a Generative Pre-trained Transformer (GPT) model 
combined with a Retrieval-Augmented Generation (RAG) framework. These components 
enable the chatbot to produce relevant responses by accessing useful information from 
external sources. 
• GPT Model: A deep learning model trained to understand and generate human-like 
text. 
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• RAG Framework: Enhances response accuracy by retrieving relevant information 
before generating answers. 
Training and Testing: 
The AI model undergoes thorough training and testing to optimize its performance. 
• Training Process: The chatbot is trained on the Roman Urdu dataset, with model 
parameters adjusted to improve accuracy. 
• Evaluation Metrics: Performance is measured using accuracy, precision, recall, and 
F1 score. 
• User Testing: The chatbot is tested in real-world situations, and user feedback is 
used to further refine the system. 
Challenges and Solutions 
Developing an AI chatbot for Roman Urdu involves unique challenges, including: 
• Lack of Standardization: Roman Urdu has no fixed spelling or grammar rules. 
• Solution: The chatbot is trained to understand and handle various spelling 
variations. 
• Code-Switching: Users often mix Roman Urdu and English in the same sentence. 
• Solution: The model is trained with bilingual data to handle mixed-language inputs 
effectively. 
• Bias and Fairness: AI systems can inherit biases from their training data. 
• Solution: Continuous monitoring and user feedback are used to identify and reduce 
bias. 

 

Figure 1. Transformer Model Architecture 
Previous research on Roman Urdu processing has mostly focused on: 
• Sentiment analysis (detecting emotions or opinions) using traditional machine 
learning models like Logistic Regression, SVM, and Naïve Bayes. 
• Transliteration of Roman Urdu into Urdu script. 
• Offensive language detection. 
• Roman Urdu-English translation models. 
• Building Roman Urdu parallel corpora, such as the Roman-Urdu-Parl dataset. 
However, there has been little progress on developing an AI chatbot that: 
• Communicates directly in Roman Urdu without needing to translate into Urdu script 
first. 
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• Dynamically handles non-standardized spelling (e.g., understanding "kesa," "kesay," 
and "kese" equally well). 
• Manages real-time, informal, and code-mixed text combining Roman Urdu and 
English. 
• Uses a Retrieval-Augmented Generation (RAG) approach, combining generative AI 
and retrieval systems for more context-aware responses. 
• Applies synthetic data augmentation to increase the variety of Roman Urdu styles 
during training. 
• Focuses on real-world adaptability and smooth user interaction, beyond just 
academic dataset benchmarks. 
Working flow of AICRU: 
1. Data Collection: Roman Urdu text data is gathered and sent to the preprocessing 
pipeline. 
2. Preprocessing: The text is cleaned, tokenized, and converted into embeddings 
using the OpenAI embedding model. These embeddings are stored in the Chroma vector 
database. 
3. User Query: The user submits a query through the front-end interface, which is 
handled by the API layer. 
4. Data Retrieval: Relevant text embeddings related to the user query are retrieved 
from the Chroma database. 
5. Text Generation: LangChain integrates the retrieved context with the GPT model 
to generate a final response in Roman Urdu. 
6. Response Delivery: The generated response is sent back to the front-end interface 
and shown to the user. 

 
Figure 2. The working flow of RAG Process 

Results and Discussion: 
Model Performance: 
The chatbot performed well, delivering accurate responses in Roman Urdu. It effectively 
managed different spelling variations, sentence structures, and mixed-language inputs. Its 
ability to retrieve relevant information before responding greatly enhanced contextual 
accuracy. Tests also showed that optimizing the retrieval process improved response times, 
resulting in smoother real-time interactions. 

 

Figure 3. Roman-Urdu Chatbot with Response 
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Comparison with Other Models: 
Compared to traditional AI chatbots, this model demonstrated superior performance 

because of: 
• The use of retrieval-augmented techniques. 
• Better handling of Roman Urdu’s non-standardized text. 
• Improved adaptability to mixed-language conversations. 
• Enhanced contextual understanding through retrieval-based learning. 
Accuracy Trends: 

Accuracy was a key metric for evaluating the model’s performance during training. 
The accuracy trends clearly show how well the model predicts the correct outputs. 

 

Figure 4. Accuracy of Response 
Convergence Point: 

 

Figure5. Loss of Responses 
The model reached convergence after about 15–20 epochs, with both training and 

validation metrics stabilizing. This indicates the model learned effectively from the data 
without overfitting. 
Quantitative Evaluation: 

Quantitative evaluation provides a clear numerical measure of the model’s ability to 
generate and classify Roman Urdu responses. The key metrics used are: 
• Accuracy: Measures how often the model’s predictions match the expected output. 
The model reached about 85% accuracy, showing it generates Roman Urdu text correctly most 
of the time. 
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• Precision: The ratio of correctly predicted positive results to all predicted positives. 
With a precision of 0.87, the model effectively produces relevant Roman Urdu responses 
without many false positives. 
• Recall: Indicates how well the model finds all relevant instances in the data. A recall 
of 0.82 means the model captures most of the correct Roman Urdu expressions, showing good 
sensitivity. 
• F1 Score: The harmonic mean of precision and recall, balancing both metrics. The 
model’s F1 score of 0.84 indicates reliable and balanced performance, especially useful for 
handling imbalanced or noisy Roman Urdu datasets. 
Confusion Matrix for the Test Set: 

A confusion matrix provides a detailed breakdown of the model’s predictions by 
showing true positives, true negatives, false positives, and false negatives. It helps to better 
understand how well the model performs in each category. 

 

Figure 6. Confusion Matrix 
Comparison with Existing Models: 

This subsection compares the results of this study with previous work and benchmarks 
in Roman Urdu NLP. 
• Benchmarking: The model’s performance metrics are compared against existing 
models and benchmarks. Areas where the model performs better or worse are highlighted. 

 

Figure 7. Benchmarking of Gemini and GPT 
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Advancements: 
Discuss how using the RAG framework and other methods advances the field of 

Roman Urdu NLP. Compare how these techniques improve the model’s overall performance 
and practical applications. 
Interpretation and Analysis: 

This subsection interprets the importance of the research findings about the study’s 
original goals. 

Table of Parameters 

Parameters Results 

Accuracy Percentage 85% 

Precision Score 0.87 

Recall Score 0.82 

F1 Score 0.84 

 

Figure 8.0 Performance Metrics 
Performance Evaluation of the Roman Urdu Chatbot: 

The AI chatbot designed for Roman Urdu was tested to evaluate how well it processes 
and responds to user queries. The main findings include: 
• Dataset Quality: The training dataset was diverse, containing 20,000 sentences 
collected from social media, blogs, and chat logs. 
• Model Performance: The chatbot showed high accuracy, precision, recall, and 
F1 scores, proving its ability to generate meaningful and relevant responses. 
• Retrieval-Augmented Generation (RAG) Framework: Using the RAG model 
greatly improved response relevance by retrieving important information before generating 
answers. This helped reduce errors and made responses more factual. 
• Comparison with Existing Work: The chatbot performed better than earlier 
Roman Urdu models, especially in understanding context and managing varied spellings. 
• Bias and Fairness Analysis: Measures were taken to minimize biases, ensuring 
that responses were fair and suitable for different contexts. 
• User Feedback: Real-world tests showed users found the chatbot helpful and 
efficient, although it faced some challenges with code-switching (mixing Urdu and English) in 
certain cases. 
Challenges: 

Several challenges emerged during development: 
• Limited Roman Urdu datasets: The scarcity of quality data made training the 
model difficult. 
• Understanding slang and informal phrases: Roman Urdu is very dynamic, with 
no fixed linguistic rules, complicating language understanding. 
• Computational constraints: Running a retrieval-based chatbot demands 
significant processing power and resources. 
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• Bias in AI training data: Ensuring fair and balanced representation of different 
dialects remains a challenge. 
• Security concerns: Protecting user privacy and preventing misuse of AI-generated 
content are critical issues. 

Future improvements should focus on expanding dataset diversity and optimizing 
computational efficiency. Additionally, integrating reinforcement learning and active learning 
techniques could help the chatbot continuously improve by learning from real user 
interactions. 
Conclusion: 

This research aimed to develop a Generative AI Retrieval-Augmented Generation 
(RAG) application for processing and generating Roman Urdu text. The primary objectives 
included collecting and preprocessing a comprehensive Roman Urdu dataset, training and 
evaluating a deep learning model, and assessing the effectiveness of the RAG framework in 
enhancing the model’s performance. 
• Achievement of Objectives: The study successfully met its goals by creating a 
robust and diverse dataset that served as the foundation for model training. The generative AI 
model, enhanced with the RAG framework, demonstrated strong accuracy and contextual 
relevance in generating Roman Urdu responses. Performance evaluation using accuracy, 
precision, recall, and F1 score metrics confirmed the model’s effectiveness in handling the 
complexities of Roman Urdu text. 
• Impact of the RAG Framework: Incorporating the RAG framework substantially 
improved response quality by retrieving relevant information before generating answers. This 
approach minimized the common issue of hallucinations in generative models, resulting in 
more accurate and contextually appropriate replies. The RAG integration contributed 
significantly to the system’s overall reliability and usability. 
• Comparison with Existing Work: When benchmarked against previous Roman 
Urdu NLP models, the proposed model, particularly with RAG support, showed competitive 
or superior performance. These advancements mark an important contribution to the 
underexplored area of Roman Urdu conversational AI and demonstrate the potential of 
retrieval-augmented techniques in low-resource, informal language settings. 
Future Work: 
Future Work and Recommendations: 

While this project successfully achieved its objectives, several areas offer opportunities 
for further improvement and expansion: 
• Model Refinement: 
o Experiment with advanced model architectures and fine-tune hyperparameters to 
boost accuracy and robustness. 
o Enhance the chatbot’s capability to seamlessly handle code-switching between 
Roman Urdu and English, reflecting everyday conversational patterns. 
• Expanding Applications: 
o Adapt the model for other non-standardized languages and dialects, extending its 
usefulness to a wider range of linguistic communities. 
o Integrate the chatbot into practical applications such as customer support systems, 
virtual assistants, and educational platforms to increase its real-world impact. 
• Dataset Enhancement: 
o Enrich the dataset with more diverse, real-world text sources to better capture 
informal and conversational language variations. 
o Utilize continuous user feedback to iteratively refine and personalize chatbot 
responses over time. 
• Ethical Considerations: 
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o Proactively address bias and fairness to ensure the chatbot maintains neutrality and 
cultural sensitivity in its interactions. 
o Strengthen data privacy protocols to safeguard user information and build trust in the 
system. 
• Advanced Retrieval Techniques: 
o Investigate improved retrieval algorithms to enhance the precision and contextual 
relevance of responses. 
o Incorporate multi-step reasoning mechanisms to empower the chatbot to handle 
more complex and nuanced queries effectively. 
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