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ndependent basis of the linear vectors is of paramount significance in the advancement 
of digital systems that facilitate the processing and storage of information in its digital 
format. This study undertakes a thorough examination of discrete orthogonal 

transformations, with particular focus on the family of real and complex Hadamard transforms 
and their numerous types. The efficacy of various sequences is scrutinized, alongside their 
mathematical representation, inherent characteristics, and applications in signal processing. An 
analysis of the computational cost associated with the complex Hadamard Transform and its 
variants is presented. Furthermore, simulation outcomes are contrasted for the normalized 
sequency concerning magnitude response, image compression, and peak signal-to-noise ratio 
across a variety of image processing applications. 
Keywords. Basis Vectors, Signal Processing, Real and Complex Signals, Sequency Domain. 

     

 
 

   

    
 

I 

mailto:durejabeen@hotmail.com


                             International Journal of Innovations in Science & Technology 

May 2025|Vol 07 | Issue 02                                                                             Page |771 

Introduction. 
Over the last ten years, the utilization of Discrete Orthogonal Transformations (DOT) 

in digital signal and image processing has gained substantial grip. Its considerable impact on 
high-performance digital computer systems, the notable developments in digital technology, 
and the emergence of specialized digital processors as a result are all factors contributing to 
this growing interest. The general field of data processing has benefited greatly from the 
widespread use of minicomputers, microprocessors, and mini/microsystems. Fast methods 
based on matrix factorization, segmentation, and other techniques [1][2][3][4][5] have reduced 
computational and memory requirements while making these transformations more effective 
and applicable. Another benefit of these algorithms is their reduced round-off error [6][7]. 
Consequently, there has been a push to establish and standardize notation and nomenclature 
for orthogonal functions and digital processing. 

Examination and exploration of the various associated fields and their applications of 
DOTs which may comprise image processing [8][9][10][11][12][13][14][15][16][17][18], 
selection of features under the pattern recognition analysis [19][20][21][22], character 
identification [23][24], verification of signature[25][26][27], binary sequences depiction, 
examination of various systems of communication [28][29][30][31][32][33][34], digital systems 
[35][36][37][38][39][40][41], analysis of signals in frequency domain [4][42][43][44][45], 
information compression [46][47][48][49], signal analysis and synthesis [50][51][52][53], 
understanding the characteristic of the systems and degree of similarity of systems 
[54][55][56][57], widespread Wiener filtering [58][59][60], spectrometric imaging [61][62], 
systems analysis [63][64][65], identify the information [66][67], stochastic examination 
[68][69][70], study of spectrum [71][72] and other areas. Orthogonal transforms (OTs) are 
linear combinations of the row vectors of their respective transformation matrices. For 
instance, OTs have been practiced for different datasets such as linear, non-linear signals, 
voice, earthquake, sound navigation and ranging signals, bio-logical, bio-medical, astronomical 
signals, satellite imaging, aerial reconnaissance, images data for disasters like (flood, rain, 
weather, etc.), CCTV images, sensor-based data, electron micrographs, range-Doppler planes, 
thermograms, X-rays, EEG, ECG, two-dimensional images of the human structure of the 
body, pandemic, natural disaster data, etc. As a result, the wide scope of multidisciplinary 
research in this field is evident. The existence of material dedicated exclusively to these topics 
highlights the growing importance of rapidly applying digital technologies and processing 
techniques. 

Image processing techniques include spatial filtering, image coding, image restoration 
and enhancement, color and grey imagery, image data extraction and detection, image 
diagnosis, machine learning, deep learning, Wiener filtering, feature selection, pattern 
recognition, digital holography, digital and analogue filtering, Kalman filtering, and industrial 
testing. For image improvement and restoration, data detection/extraction, image 
classification, and other artificial intelligence applications, the transform domain of the grey 
image and color-coding has been used. The converted data's high-energy compaction feature 
helps to minimize data rate needs (decrease similar information), make significant changes in 
channel error acceptance, and achieve sample and/or bit reduction. 

In many circumstances, image processing using computer techniques such as big data 
necessitates the use of DOTs are classified as either optimal (Karhunen Loeve Transform) or 
suboptimal (Karhunen Loeve Transform) [73][74]. The second group is further subdivided 
into two groups (I and II). DFT, CHT, and their variants are examples of transformations 
whose basis functions are on the circle with unit values. All other transforms are classified as 
category II, which is further separated into sinusoidal and non-sinusoidal varieties as shown 
in Figure 1. 
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Figure 1. The orthogonal transforms based on kernel function characteristics. 

This paper focuses on both real and complex Hadamard transforms and their various 
forms. The Walsh-Hadamard Transform (WHT) [75], a type of real Hadamard transform, is 
capable of representing square or rectangular waveforms. Its various forms are suited to 
different applications; for instance, the sequency-ordered version is well-suited for 
communication systems, while the signal processing variant is more appropriate for tasks such 
as spectral analysis and filtering [76][77]. In (2009) [78], A. Aung proposed the properties of 
the Complex Hadamard transform (CHT). Some variants have a sequency property that is like 
the DFT based on the unit circle. Complex Hadamard Transform is the modified version of 
the real Hadamard transform, and its variants are. 1) Sequency Ordered Complex Hadamard 
transform (SCHT) [79], Natural Ordered Complex Hadamard Transform (NCHT) [80], and 
Conjugate Symmetry Sequency Ordered Complex Hadamard transform (CS-SCHT) [81]. The 
Walsh-Hadamard transform family is shown in Figure 2. The fundamental functionalities of 
the (DOTs) are discussed, along with image de-noising and compression techniques specific 
to the CHT variants. 

The main objective of this research endeavor is to assess the computational 
expenditure associated with the complex Hadamard Transform and its various types. 
Furthermore, it examines the simulation outcomes that concentrate on normalized sequency, 
scrutinizing performance metrics concerning magnitude response, image compression 
efficacy, and peak signal-to-noise ratio across a range of image processing contexts. The 
originality of this investigation resides in its comprehensive comparative analysis of complex 
Hadamard Transform variants through an exhaustive evaluation of computational costs, 
alongside application-oriented simulations. By integrating normalized sequency as a pivotal 
metric across an array of image processing applications, this research provides unique 
perspectives on the performance characteristics of the transform, especially concerning the 
interplay between image quality and compression parameters. 

This work is divided into five sections. Section I is an introduction, Section II is a 
detailed analysis of real and complex Hadamard transform variants, and Section III is a detailed 
investigation of real and complex Hadamard transform variants. In section IV, the simulation 
findings are examined, and in section V, the conclusion is offered. 
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Walsh-Hadamard Transform and Its Applications. 
The Walsh-Hadamard transform is a generalized variant of the Fourier transform and 

is also known as the Walsh function, Hadamard transform, Rademacher function, and Walsh-
Fourier function. 
Real Hadamard Transform. 

The Hadamard Transform is well-known for its simplicity and straightforward 
transformation matrix. The Real Hadamard Transform is commonly represented using Walsh 
basis functions; square or rectangular waveforms characterized by alternating values within the 
matrix; collectively referred to as WHT [74][82]. The row vectors of the WHT matrix can be 
interchanged while preserving the orthogonality to obtain different orderings of the WHT 
[75]. Conventionally used orderings are Walsh or Sequency order, Hadamard order, and 
Dyadic or Paley order. Each ordering has different applications in signal processing and digital 
communications systems. The basis function of all real orderings is defined in [75] are 
discussed in the following section. The different orderings of the WHT are illustrated in Figure 
2 and are described in detail below. 

 
Figure 2. Taxonomy of Hadamard transforms based on their variants. 

Natural/Hadamard Ordering. 
This ordering is derived from the recursive application of the Kronecker product on 

the right-hand side.  It results in what is known as natural ordering, where the sequence, 
defined as the number of sign changes in each row vector of the transformation matrix, 
follows a specific pattern generated by this recursive structure. Hadamard matrices are of order 
and are generated as, 

2
2

N N= B B B  (1) 

Where 𝐵𝑁 It is a Hadamard matrix, ⊗ Kronecker product operator [74]. Hadamard 
sequences are used in several applications [83]. 
Dyadic/Pelay Ordering. 

This type of ordering can be generated by the bit-reversed order of the 
Natural/Hadamard ordering [75]. 
Walsh/Sequency Ordering. 

The construction of the Walsh ordering depends on the Rademacher function 

(RADM); it is a series of orthogonal rectangular pulses with 〈±〉  Values. The RAD function 
can be represented as,  

( ) ( )( )2lRADM l,t sign sin t=
           (2) 
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RADM function has two arguments l and t, l represents the discrete samples, which 

are equally spaced over a normalized time base  𝑡 ∈ [0,1), 𝑙 = 2𝑛, 𝑛 = 𝑙𝑜𝑔2(𝑁) and t vary 
from [0.1, 0.2, 0.3…1]. RAD function depends on the hard limiting signum with its argument 
in radians [74]. 
WHT Properties. 

Discrete Fourier Transform (DFT) and Walsh Hadamard Transform (WHT) exhibit 
several similar properties, as noted in [84]. Nomenclature of WHT basis functions has been 
introduced with sequency, Sine Walsh and Cosine Walsh sets, where it has been observed that 
dyadic convolution and dyadic correlation are identical due to modulo-2 operation 
(addition/subtraction). Q-spectrum is known for the WHT circular shift-invariant; it is 
invariant to the cyclic shift of the DFT with the shift-invariant power spectrum [85][86]. WHT 
dyadic shift property and shift invariant power spectrum have been derived by the H-diagram 
[87]. To uncover new permutation groups, the input pattern power spectrum of WHT has 
been studied utilizing various transformations, such as moving patterns cyclically and 
multiplying by 900 rotation with the input signals [88]. In [89], WHT vector integers possessed 
the even or odd coefficient property by which data was compressed in a quantized way. In 
[90] S. Barentt, he commented [89] that the matrices he has presented have even or zero value 
by the same parity of a_i and the input vector x_j. Although; h_ij matrix has odd integers with 
positive and negative elements. Using their intrinsic reporters, WHT and Discrete Cosine 
Transform (DCT) were used to generate a direct matrix transformation in [91]. WHT multi-
polarity properties have been introduced for the area of logic design by B. J. Falkowski [92]. 
For the mathematical applications [93][94][95], WHT properties like the reverse jacket 
matrices (RJM) and Restclass RJM have been derived, whereas WHT is a special case of RJM. 
With similar features and a lower computing cost than DFT, the Sequency Generalized Walsh 
Hadamard Transform (SGWHT) [96] has been created. The SGWHT has specific cases 
known as WHT, SCHT, and DFT. 
WHT Implementation. 

Walsh-Hadamard transform has been implemented as a finite set of Walsh functions 
[97] and Discrete Walsh functions [98], using the Kronecker product [99] and WHT matrices, 
with the help of linear feedback, shift registers [100][101]a. In the 1970s, WHT got popular in 
image/signal processing applications due to its simplicity and inherent efficiency of 
implementation [97] that was comparable to the Cooley-Tukey algorithm [75]. WHT is 
diagonally structured and implemented, computing the DCT on real-time image processors 
[102][103]. A 16-point binDCT has been implemented covering the gap between DFT and 
WHT for the lossless compression and precision in the floating-point DCT [104], while DCT 
is implemented with WHT for a high-level video coding scheme [105]. Fast WHT (FWHT) 
has been implemented for three-phase systems. When the fault occurred in the symmetrical 
system components, the filtered output of the three-phase sequence was calculated by using 
FWHT [106]. DFT-WHT has been implemented using the sparse matrix concept with the 
single butterfly structure [107], and the Walsh spectral coefficients have been represented by 
the Boolean functions with formation and generations as multi-polarity of WHT [92]. In [108], 
a novel realization scheme and adaptive filters [76][109][110] have been presented for the two-
dimensional digital filters using the discrete structure with noise characteristics. The least mean 
square (LMS) adaptive filters have been implemented using WHT, which increases the speed 
of the filters [111]. The isotropic filter is proposed in [112][113] using WHT with increased 
convergence rate of the filter and reduced computational complexity of the quadratic filters. 
For better performance and design approach, WHT has been implemented using VLSI [114], 
and a uniform comprehensive approach of reverse jacket transform has been introduced that 
unifies the Walsh transforms in it [115]. 
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Fast WHT has been collectively used with DFT as a single transform for the OFDM 
system in [116]; it is used to reduce the computational complexity and Peak to Average Power 
Ratio (PAPR) [117][118]. In [119], the proposed method improves Peak to Average Power 
Ratio (PAPR) by using linear pre-coding with WHT. By combining the mentioned name of 
transforms, 36% to 70% of the hardware runtime is reduced [120]. Regardless of the size of 
the basis vectors, WHT has been implemented as a recursive method for the sliding window 
in [121]. To enhance performance and reduce residual complexity, an automated scheme based 
on Discrete Orthogonal Transforms (DOTs) has been implemented for the modeling and 
optimization of various signal transformations [122][123][124]. FFT and WHT are integrated 
to increase the efficiency of large-signal transformations in terms of their dynamic layout and 
use of cache capacity [125]. The Haar wavelet transform (WHT) has appealing characteristics 
and parallelization features [126]. Based on the R-radix factorization matrices, which were 
perfect iterative systems with fewer memory shift registers, a family of identical sparse matrices 
has been developed in [127]. 
WHT in Digital Communication. 

The antipodal information with WH matrices was used to show the Rayleigh fading 
channel coded modulation technique [128]. Utilizing WHT at lower power levels and 
compressive sensing applications with a slow ADC sampling rate, ultra-wideband is 
implemented [129]. Projection-based results reveal that the single-shot transmission and 
GFDM-WHT technique produce superior outcomes than the conventional GFDM for the 
5G network. This approach was proposed to be robust against the frequency-selective 
channels employing GFDM and WHT [130]. 
What is Image Processing? 

It has been observed in the literature review that WHT has been applied to block-wise 
processing, feature selection, image sensing, and image and data compression 
[131][46][132][133]. Unified lossless WHT (ULWHT) has been created for lossless data 
compression applications in [134][135]. After applying the proposed transform to the 
collective image coefficients or blocks, the entropy initially decreased, indicating improved 
compression efficiency, but began to increase again as the block size became larger.  It 
performed better for the small-sized matrix for the lossless data using the ULWHT. In [136], 
block-wise WHT was introduced for the illumination variations of the face reorganization. 
The suggested solution outperformed the Discrete Cosine Transform (DCT) in both cases of 
higher illumination and lower illumination with reduced computing expense. Through picture 
pattern recognition of the multilayered neural networks, an image that was produced by an 
invariant step is recognized [137]. Based on the Human Visual System (HVS), image 
watermarking techniques were proposed using WHT in [138]. The host and watermarked 
image both contained the coefficient of the watermarked key. Compared to other DOTs, a 
WHT method has greater robustness against various attacks. The Haar Discrete Wavelet 
Transform (HDWT) performs worse than WHT and DCT, according to optical image 
watermarking algorithms in [139]. By utilizing sub-pixel-speckle shifting in ghost photography, 
low-resolution imaging can be enhanced to improve edge detection capabilities, allowing for 
finer structural details to be captured more effectively [140]. 
WHT in Signal Processing. 

The understandable voice data was recreated in the non-real-time mod in [141] 
utilizing the dominating coefficients of the Hadamard and Walsh transforms. The degradation 
in the reconstruction was removed by moving the sampling window on the spectra [142] on 
the stochastic system with dyadic symmetry using WHT for the statistical analysis. The WHT 
has proven to be effective for exploiting the convolution property. Additionally, it is well-
suited for processing statistical data in the transform domain due to its shared characteristics 
with the Fourier Transform. The shift-invariant characteristic of the particular case of WHT, 
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dyadic shift employing dyadic ordering [87], was used to generate the power spectrum. For 
the stationary process for DOTs, it has been proposed to efficiently pack the energy in the m-
coefficients of the transforms [143]. For the set of invariant transformations, modified-WHT 
was used in the literature review, and it converged all mapping qualities at a single point [144]. 
In general, real transforms are employed for real input signals, although some signals are in-
phase and quadrature in nature in the digital signal processing domain. As a result, the real 
Hadamard Transform was introduced for complex input signals in [145], and the resulting 
spectra had Fourier-like features with fewer calculations due to its transformation matrix 
values.  WHT aided in computing the k-sparse WHT for the N-dimensional signals [124]. 
WHT was first used in video compression coding schemes in [146], and it matched multilayer 
blocks diagonally while rejecting some starting blocks. It performs better for clock-matched 
motion estimation without the cost of PAPR.  
In [147], WHT is also introduced for Boolean functions. 
Complex Hadamard Transform and Its Applications. 

The CHT family is depicted in Figure 3. A limitation of the Real Hadamard Transform 
is that it operates exclusively on real-valued functions. However, it offers computational 
simplicity, requiring only additions and subtractions for its implementation. CHT, also known 
as complex BIFORE (binary Fourier representation) transforms (CBT), have been explored 
in the literature [148]. It deals with complex-valued functions. In [78], A. Aung et. al. proposed 
the properties of Complex Hadamard transform (CHT). Some variants have a sequency 
property that is similar to the DFT based on the unit circle. The following are variants of CHT.  
Unified Complex Hadamard transform. 

It is composed of integer-valued with unit Complex numbers [±1,±j] [149] and known 
as the Unified Complex Hadamard transform (UCHT). It was developed by S. Rahardja and 
B. J. Falkowski in 1999. UCHTs have been applied in spectral and logic design system tools 
[150]. According to the literature, the single unified formula generates 64 UCHTs matrices in 
total [Table 1, [149]]. The single Kronecker product or the direct matrix operator is used to 
create them. Exceptional half-spectrum property (HSP) is found in a small number of UCHTs 
[149][151][152]. HSP requires only half of the coefficients for computational analysis. The 
UCHT matrix equation is defined as below, 

 1

1 1 3

2

1





 
=   

 
B W

   (3) 
where W_1 is WHT matrix of order 2x2, and [■(ψ_1&ψ_2&ψ_3 )] represents the 

complex values [149]. Unlike other variants of the CHT, it does not exhibit a specific ordering. 
The UCHT, however, possesses key properties such as orthogonality, unitarity, and symmetry.  
Table 1 presents the UCHT approaches for different applications. 

 
Figure 3. Family of Complex Hadamard Transform 
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Table 1. Unified Complex Hadamard Transform (UCHT) applications. 

Ref. Application Approach Findings 

[153] Boolean functions A method for directly evaluating the UCHT 
spectra of AND, OR, and XOR for Boolean 

functions. 

Decision diagrams are efficient representations of 
the spectra, and UCHT is discussed for image 

watermarking. 

[149] Implementation of 
UCHT matrix 

A new type of discrete orthogonal transform 
was introduced. 

The CHT's computational cost is cut in half due to 
the implementation of 64 matrices with half 

symmetry. 

[154] Asynchronous CDMA The autocorrelation and cross-correlation are 
used to compare Gold, a small set of Kasami, 
and m-sequences in the presence of multiple 

access interference and AWGN. 

In asynchronous direct sequence CDMA systems, 
BER performance comparisons of various spreading 

approaches with a half-spectrum property of the 
UCHT sequence have been shown. 

[155] S-SSMA Based on the characteristic function approach, 
the average BER for quaternary asynchronous 
DS-SSMA systems with complex transmitters 

and receivers is calculated. The Gaussian 
approximation approach of multiple access 

interference is also used to get an approximate 
result. 

Bit errors are less likely in synchronous DS-SSMA 
systems with UCHT sequences than in synchronous 
systems with non-orthogonal sequences. The results 

of simulations demonstrate that UCHT complex 
sequences can outperform the other two sequences. 

[156] CDMA In DS-CDMA downlink systems, the 
orthogonal UCHT complex sequences are used. 

The system performance is measured using 
SINR at the RAKE receiver, and a generic 

multi-path fading channel model is employed. 

The DS-CDMA downlink system's bit error ratio 
performance is improved when UCHT complex 

sequences are used, and it outperforms the system 
with WH sequences at high SINRs. The system's 

SINR is unaffected by phase offsets between various 
pathways. 
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Sequency Ordered-Complex Hadamard Transform. 
In [78], the SCHT transformation matrix is classified into real and complex values. In 

the DFT, sequency is analogous to frequency. Fundamentally, the zero-crossings of the row 
vectors of both transforms are the same on the unit circle.  As shown below, the SCHT 
transformation matrix is arranged on the complex version of the standard Rademacher function 
series (CRADM), which is confined on the unit circle with its parameters l and t on the 

normalized time base t∈[0,1) [79]. 
1

1 0
4

1 1

4 2

1 3
1

2 4

3
1

4

, [ , )

j , [ , )

CRADM( l,t )

, [ , )

j , [ , )

=

−

−
             (4) 

where l  are the discrete samples that represent the number of rows and t is mentioned 
for time base t [0,0.1,0.2,…..1). Steps for resultant SCHT transformation matrix have been 
presented as below. 

• First, we need to find the Rth row matrix of dimension 2nn . 

• Determine the CRADM series for a particular value of l for each t sample. 

• Fill the Rth row matrix for each row vector.  

• In SCHT NxN order square matrix, the 1st row and column consist of DC value ‘1’, 
and all other matrix elements depend on the Rth row matrix, which shows index values where 
binary digits with binary number ‘1’. 

where the CRADM series and Rrth row matrix can be defined as, 

0 2lCRADM(l,t ) CRADM( , t )=
      (5) 

2

4 1

2
n n

k
r ( l ,k ) CRADM( l, )

+

+
=R

      (6) 
Where l=0,1…n-1 and k=0,1,…2n-1, SCHT matrix can be expressed as, 

8 3 3 3 3 3 3 3 37 1 0 1 1 0 2 2 1 0S '( ,k ) [ ,R ( ),R ( ),R ( ) R ( ),R ( ),.....,R ( ) R ( ) R ( )]=   H        (7) 
Where O is the operator of element-by-element vector multiplications. The SCHT deals 

with complex valued functions, such as VN [v(0)…..v(N-1)]T. 
1 S T

N N NV v
N

= H
    (8) 

The VN is the transformed coefficient vector and �̅�𝑁
𝑆  It is the conjugate matrix of SCHT. 

𝐻𝑁
𝑆 . In the same way, the complex data vector can be retrieved by moving the SCHT matrix to 

the left-hand side. Table 2 shows the SCHT applications in different areas of signal processing 
and communication. 
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Table 2. Sequency Ordered Complex Hadamard Transform applications. 

Ref. Application Approach Findings 

[78] Properties and applications 
of SCHT 

SCHT matrices are created using 
complex Rademacher matrices and 

reported in exponential form. 

Estimation of the spectrum, analysis, and image 
watermarking are all implemented. The use of fast 

Fourier transforms (FFT) and the relationship 
between UCHT and SCHT are also discussed. 

[157] Asynchronous CDMA For the A-CDMA system's 
performance, UCHT, WHT, Gold, a 

Small Set of Kasami, and m-
sequences are used. 

There are a variety of correlation properties offered. 
Over a multipath fading channel, SCHT yields better 
outcomes in terms of mean square cross-correlation 

and bit error rate. 

[158] Structure for pipelined 
hardware 

An Algorithm is developed with 
decimation in sequence. 

It's made for real-time applications that require 

complex additions and subtractions for ( )2 1M −
 

complex storage points. 

[159] Watermarking The watermark coefficients were 
implemented using a phase 

modulation method. 

Some attacking experiments were carried out to test 
the robustness of the proposed method, and it was 

found that it outperformed the others. 

[160] Fast sliding SCHT It is described a forward and inverse 
fast SCHT sliding technique that 

compromises implementation and 
computational complexity. 

It outperforms the block-based, sliding FFT, and DFT 
approaches. In the transform domain, adaptive 

filtering is also discussed. 

[161] Cognitive radio networks For spectrum sensing, a Parzen 
window entropy approach with 
probability density estimation is 

proposed. 

The proposed method used a signal-to-noise ratio of -
54 dB and a probability detection of 0.9. 

[162] ECG-based Atrial 
fibrillation 

Matrix factorization was done using 
the sparse approach. 

SCHT has been employed for diagnostic applications. 
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Where N
NH is a square and  Nth order NCHT matrix that depends on 

2N /W

 

Walsh 

Walsh-Hadamard matrix. It can be produced by the right-hand side Kronecker product, where 
nN 2= the lower half is multiplied by S  a matrix. The matrix S  will be given as 

2

1

2

2

2

2

0

0

n

n

nj

−

−

−

 
=  
  

I
S

I
. NCHT deals with complex-valued functions such as  

1 N T
N N NV v

N
= H                                 (10) 

where 
NV is the transformed coefficient vector, and N

NH is the conjugate matrix of NCHT 
N
NH . The same complex data vector can be retrieved by moving the NCHT matrix to the left-

hand side.  Table 3 presents the applications of signal processing [80] of NCHT. 
Complex Conjugate Sequency Ordered-Complex Hadamard Transform. 

The frequency is known as the periodic repetition rate and rotation of the row vector of 
the DFT matrix on the normalised time  0 1t   across the unit circle in the discrete Fourier 

transform DFT, and it has the conjugate symmetric property. A transform [81] that is the 
conjugate version of the SCHT and has a Sequency that is similar to the frequency of the DFT 
has been introduced. In terms of spectrum analysis, CS-SCHT outperforms SCHT since it only 
requires half of the spectral coefficients for signal analysis and synthesis. 

The bit inverted order of the Conjugate Sequency – Natural Ordered Complex 
Hadamard Transform (CS-NCHT)is used to build the CS-SCHT. It is produced by using the 

WHT matrix. CS-NCHT is a square matrix 2nN = , it can be generated by two steps (but these 
steps work simultaneously for generating the CS-SCHT matrix).  

The first step needs the upper half of the CS-NCHT matrix, while the second step 
requires the lower half of the CS-NCHT transform matrix [81] as given below, 

2 2

2 2 2 2

N / N /CS N
N " "

N / N / N / N /

−
 

=  
− 

W W
H

W S W S

                                      

(11) 

Step 1. Equation (11) is a similar matrix of the NCHT, for the upper half, the
2N /W  is 

simply a WHT matrix. Step 2. The lower half of the CS-NCHT matrix 
2

"
N /W is defined as, 
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Where identity and S matrix can be formed as below, where the identity matrix is the nth element 
of the matrix and is multiplied by (-), 
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For the S matrix, where 12 2nN / −=  
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For the CS-NCHT, insert equations (12-14) in equation (11). CS-SCHT transform 
matrix can be produced by the bit-reversed order of the CS-NCHT as, 

CS S CS N
N N( m,k ) (b( m),k )− −=H H                                           (15) 

where m and k are the numbers of row and column vectors whose values depend on 
0 1m,k N  −  and b(m) is the decimal value of the bit-reversed order. The CS-SCHT row vectors 

are in the increasing order of the unit circle on the complex plane, and the zeroth row and 2/N  
rows of the CS-SCHT correspond to the DC values and Nyquist rate in the DFT transform 
matrix. 
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Table 4. Conjugate Symmetry Sequency Ordered Complex Hadamard Transform applications. 

Ref. Application Approach Findings 

[81] CS-SCHT The exponential properties and transformation 
matrix are derived. Shift-invariant dyadics are also 

investigated. 

For spectrum estimation and image reduction, 
sparse matrix factorization was used. 

[163] Sliding CS-SCHT A Fast CS-SCHT algorithm has been derived. It is less efficient than WHT and performs better 
than the fast FFT technique. It's used for echo 
cancellation and single-channel equalization. 

[164] CS-DOT The radix-2 approach is used to develop Fast 
DFT and Fast CS-SCHT, which are both special 

cases of the CS-DOT. 

For real input signals, it has a conjugate-symmetric 
spectral structure. It costs half as much to store the 

data as it does to compute it. 

[165] Generalized CS-HT The real-valued CHT was used to execute the 
simplified form of the closed-form factorization. 

It yields some noteworthy results in terms of 
computing cost and memory needs for local 

orientations. 

[166] Signal processing Sequency domain signal processing has been 
explored. 

Frequency and sequency domain spectrum energy 
have been examined together with the image de-

noising application. 

[167] Spatio-chromatic 
image processing 

Spatio-chromatic CS-SCHT has been discussed 
by using CIE La*b* as a spatio-chromatic 

component. 

In the frequency domain, colour paths have been 
examined and applied to colour images, with the 

resulting phasors seen for various inputs. 

[168] Signal processing For multidimensional signal analysis, Quaternion 
CS-SCHT has been presented. 

Color image applications have been explored using 
Quaternion CS-SCHT. 

[169] CS-SCHT for the 
gray code kernel 

The current projection values were computed 
using the matrix tree approach. 

Its computational cost is reduced with the 
comparison to the other Fast and Sling algorithms. 

[170] Watermarking Spatio-chromatic watermarking is presented. The watermarking results were compared to the 
spatio-chromatic DFT after the basis function was 

developed and presented. 



                             International Journal of Innovations in Science & Technology 

May 2025|Vol 07 | Issue 02                                                                             Page |782 

Applications of CHT. 
CHT has been employed in error coding approaches for the Hamming distance as error 

correction codes [171], and it was later provided as a generalized Complex WHT that was used 
in the error control mechanism [115]. UCHT was developed by B. J. Falkowski [149][152], and 
it has been used for the symmetry conditions of Boolean functions [172] and for the composite 
spectra of logic functions [153]. S. Rahardja introduced UCHT in the Code division multiplexing 
access techniques for asynchronous, Direct Sequence DS-CDMA and DS-spread spectrum 
multiplying access respectively [154][155][156], and it was shown that UCHT has a better BER 
performance than WHT. 

To compare the usability and effectiveness of these trans- forms, many performance 
metrics have been created. The Dyadic Invariant Shift (DIS) fast SCHT technique cuts the 
computing cost of the SCHT transform greatly when compared to a direct computation [79]. A 
pipelined hardware structure has been built using SCHT that is applied with sequentially 
presented input/output data streams to facilitate high-speed real-time operations of the SCHT 
[158] by utilizing the concept of the DIS fast decomposition approach.  

SCHT has been employed for asynchronous CDMA systems in 2007 [79][157], where it 
was compared to other m-sequences such as UCHT and WHT. SCHT was found to produce 
less mean square cross-correlation error at a fair degree of BER across multipath channel fading. 
SCHT has been used in signal and image processing/analysis [96][158][166][167][173][174][175] 
and linear algebra [176]. In comparison to DFT, sliding CS-SCHT has a lower computing cost 
for the real input signal, as shown in [[163] table (IV- V)], and it is used in a variety of applications 
[166][167][177].  

Discrete orthogonal transform [164] is based on the CS-SCHT and DFT transforms. 
Complex values on the unit circle of the complex plane are used in both transforms. This is 
presented as a way to reduce both the computational and storage costs. The conjugate symmetric 
spectra for real input functions are provided by conjugate symmetric DOT. To create the CS-
DOT, the CS-SCHT is used to set the twiddle factors. Therefore, the CS-DOT is a generalized 
and special case of both DFT and CS-SCHT. CS-DOT matrix as is given in [164], eq. 20]. 

In 2014, S. C. Pei [164] presented that the DOT provides more accurate results low 
computationally complex than CS-SCHT. The dominant lobe has more energy than CS-SCHT 
and is more closely linked to the DFT, which has applications in spectrum estimation. The 
arrangement of the hardware is based on the radix-2 butterfly as mentioned in [[164], Fig. 1]. In 
[165], a closed-form factorization based on complex and real-valued discrete transforms has 
been proposed.  This sort of generic factorization was discovered to have a variety of benefits. 
Because it is conjugate symmetric, it has lower operational and computational costs, particularly 
in the case of real-valued CHT. Furthermore, memory is saved because this variation of CHT 
detects local image orientation. In [[165] Table II] shows the comparison is shown based on 
technical contents. It's used in applications like image coding and local orientation, where the 
real-valued CHT big block size outperforms the DFT. CHT is utilized in digital modulation, and 
it outperforms GSMK [178]. 

SCHT [161] was used for a cognitive radio network for the spectrum sensing in which 
the parezn window detection technique was compared with the conventional Shannon entropy 
method, and improvement was observed in SNR where the detection probability was 0.9 with a 
false probability of 0.1. In 2017 [177], phase domain video watermarking was proposed with low 
complexity, such as for high definition videos, in comparison with DFT. This method provides 
significant 37% savings of computations on hardware and provides better performance in 
PSNR, BER, and Mean Opinion Score (MOS). Table 5 presents the applications of CHT in 
different fields.  
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Fast CHT variants algorithms possess complex additions/subtractions and multiplication operations. Table 6 provides a comparison of 
computational cost for the different variants of CHT, and Table 7 presents the different properties of the CHT variants. 

Table 5. Complex Hadamard Transform applications. 

Ref. Application Approach Findings 

[152] Boolean, multiple-
valued logic 
functions. 

Forward and inverse transformation kernels, 
as well as ways for recursively generating 
transform matrices utilizing Kronecker 

products of elementary matrices. 

For arbitrary polarities, the link between 
transform matrices and spectra was 

presented. Decision diagrams and signal flow 
graphs are an efficient means of calculating 

spectra for logic functions. 

[172] Identification of 
symmetries in 

Boolean functions. 

For CHTs based on complex Boolean 
spectra, the requirements for Boolean 

symmetries are established. 

For the spectral technique, only the half-
spectrum property is used to find symmetries 

in Boolean functions. 

[115] Generalized 
Reverse Jacket 

Transform (GRJT). 

Presented a generalized transform entitled 
General Reverse Jacket Transform (GRJT) 

that unifies three classes of transforms, 
WHT, CWHT, and CRJT, by employing an 
appropriate mixed-radix representation of 

integers. 

GRJT can be used to create error control 
codes. WHT, CWHT, and GRJT have all 

been briefly discussed. 

[178] Complex 
Hadamard matrix 
aided Generalized 
Space Shift Keying 

(HSSK) 

Based on the Lee distance of signal vectors, 
HSSK delivers an optimal mapping between 

data bits and signal vectors. The average 
BER of the HSSK system's upper bound is 

also investigated. 

Monte Carlo simulations are used to evaluate 
the performance of HSSK systems for 

Multiple Active-Spatial Modulation (MA-SM), 
Generalized Spatial Modulation (GSM), and 

Generalized Space Shift Keying (GSSK) 
systems. With the same transmission rates, 
HSSK systems outperform MA-SM, GSM, 
and GSSK systems in terms of BER. At the 
transmitter, complex Hadamard-based signal 

vectors outperform GSSK in terms of 
spectrum efficiency. 

[171] Error-correcting 
codes 

Ternary Hadamard Codes and Exponent 
Generation 

The matrix is known as a Classical Hadamard 
matrix when p=2 and the entries are all ±1. 
The Generalized Hadamard matrix is used 

when p>2. 
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[179] Parameterizing 
matrices of 
Hadamard 

To elevate affine parameterization, which 
leads to quantum applications, there are two 

techniques to generate CHTs with real 
values and conference matrices. 

Two approaches are used to introduce CHTs 
with higher orders, i.e., 10, 12, and 14 for the 

affine parameterization relationship. 

[176] Construction of 
Hadamard matrices 
design for different 
parameterizations. 

3 parameters have been used to develop the 
Hadamard matrices for 12 dimensions, 

which is the largest family. 

Different matrix approaches have been 

performed using ±1, ±𝑗 , Ø, and θ 
parameters. 

[180] New construction 
of equiangular tight 
frames using CH 

matrices 

Different theorems have been proved using 
the signature matrix Q of an equiangular 

frame (n,k) 

Matrices have been analyzed for linear algebra 
applications. 

[174] Classification of 
quaternary CH 

matrices 

Butson-type Hadamard matrices BH (q, n) 
with q=4 and n=10, 12, and 14. 

Matrices have been developed for the 
application of discrete mathematics. 

[181][182][183][184] nth -order circulant 
Hadamard matrices 
and convolutional 
neural networks 

(CNN)applications. 

Construction of circulant Hadamard 
matrices for cyclic n-roots applications using 

distinct prime numbers. 

Hadamard matrices have been analyzed using 
different distinct combinations of prime 

numbers. 
To use alternative 2D CNN layers for HT 

analysis. 

Table 6. Computational cost of the variants of CHT. 

Transform Ref. 
Value of N Number of 

stages (𝑛) 

Complex Addition 
and Subtraction 

Complex 
Multiplication 

Reduction in 
computational cost 

UCHT [149] 𝑁 = 2𝑛 𝑙𝑜𝑔2(𝑁) - - - 

Fast SCHT [79] 𝑁 = 2𝑛 𝑙𝑜𝑔2(𝑁) 𝑁𝑙𝑜𝑔2(𝑁) (𝑁/4)𝑙𝑜𝑔2(𝑁/2) = 

2𝑛−2(𝑛 − 1) 

𝑁(𝑁 − 1) 

SCHT [79] 𝑁 = 2𝑛 𝑙𝑜𝑔2(𝑁) 𝑁(𝑁 − 1) real 𝑁2  Real - 

F-CSSCHT [81][182] 𝑁 = 2𝑛 𝑙𝑜𝑔2(𝑁) 𝑁𝑙𝑜𝑔2(𝑁) (2𝑛−1 − 1) - 

NCHT [80] 𝑁 = 2𝑛 𝑙𝑜𝑔2(𝑁) 𝑁𝑙𝑜𝑔2(𝑁) (𝑁/4)𝑙𝑜𝑔2(𝑁/2) (𝑁 − 1)/ 𝑙𝑜𝑔2(𝑁) 
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Table 7. Properties of CHT variants. 

Transform Ref. Properties 

UCHT [149] 64 matrices, 32 half-spectrum property, 

32 non-half-spectrum property with a value of  (±1, ±j) 

SCHT [79] Exponential Property, unitary, sequency, symmetry, and 
linearity 

CSSCHT [81] Exponential Property, unitary, linearity, Parseval’s theorem 
Conjugate symmetry, and Dyadic Shift Invariant Power 

Spectrum 

NCHT [80] Exponential Property, unitary, linearity, Parseval’s theorem, 
and shift-invariant power spectrum 

Methodology. 
The methodology defined in this survey paper serves as a framework for signal 

processing within the sequency domain, and is detailed as follows. 

• A comprehensive compilation of the literature review sourced from various reputable 
platforms, encompassing transaction articles, scholarly books, correspondence, and 
conference proceedings.  

• A systematic categorization of the transforms has been covered, including various real-
valued WHT variants and classes of CHT. An evaluative comparison regarding computational 
cost, efficiency, normalization, and orthogonality within both the sequency and frequency 
domains.  

• The implementation of these transforms has diverse categorizations in the field of 
signal processing. The challenges and limitations associated with WHT pertain to its 
functionality solely on the real axis, while CHT operates on both real and imaginary 
components, analogous to DFT, although restricted to the boundaries of the quadrants.  

• Prospective advancements for both real and complex HTs suggest their application to 
fractional transforms such as DFT, with potential integration into CNN applications. The 
methodology is presented in Figure 4. 

 
Figure 4. Flow of study diagram 

The process of the methodology is discussed below.  
To accomplish a thorough literature review related to the WHT and CHT, the process 

is initiated by aggregating data from reputable academic repositories such as IEEE Xplore, 
SpringerLink, ScienceDirect, and the ACM Digital Library. Following the compilation of 
appropriate data, the transforms were systematically categorized into two primary 
classifications. real-valued (WHT) and complex-valued (CHT). The WHT is distinguished by 
its binary characteristics, consisting of matrix elements of +1 and -1, thereby rendering it 
particularly suitable for hardware implementations. Conversely, the CHT encompasses 
complex roots of unity and is conventionally unitary, which enables the preservation of signal 
energy within the complex domain. CHT matrices are frequently utilized in more sophisticated 
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applications, such as quantum circuits and secure communication systems. This classification 
was executed based on their mathematical attributes, computational frameworks, and 
respective areas of application.  

A rigorous technical analysis was subsequently executed to assess and contrast the 
computational cost and operational efficiency of these transformations. Evaluative metrics 
such as algorithmic complexity, hardware compatibility, numerical stability, and energy 
conservation were systematically examined. Both the WHT and the CHT typically exhibit a 

complexity of 𝑂(𝑁)𝑙𝑜𝑔(𝑁). Experimental simulations conducted utilizing MATLAB 
assessed the performance of the transforms using gray images, encompassing one-dimensional 
signals and two-dimensional images. This comparative analysis elucidated that, although the 
DCT and DFT are more commonly employed in image and audio compression standards (e.g., 
JPEG and MP3), the WHT confers advantages in terms of computational speed and binary 
implementation efficiency. The CHT, despite its increased complexity, excels in quantum 
processing and intricate signal applications attributable to its unitary nature and robustness. 
Tabulated comparisons were constructed to evaluate compression efficiency, signal fidelity 
(measured via Peak Signal-to-Noise Ratio, PSNR), and utility specific to various applications. 

Eventually, the applications of the WHT and CHT were investigated to explain their 
impact across multiple domains. The WHT has demonstrated efficacy in fault detection, 
spectral analysis, and compression, particularly within low-power embedded systems. 
Conversely, the CHT has identified promising applications in the realm of quantum 
computing, phase-based encryption methodologies, and secure signal processing techniques. 
Existing literature suggests that WHT-based methodologies achieve substantial noise 
reduction and compression with moderate losses in PSNR, while CHT-based approaches excel 
in complex scenarios necessitating enhanced security and precision. The review culminated 
with a discourse on the trade-offs between complexity and performance, affirming that the 
selection of the appropriate transform should be customized to the specific application 
domain. 
Results. 

In the domains of signal processing and spectrum estimation, the CHT and its various 
extensions served as powerful tools for frequency-domain analysis. Figure 5 presents the 
magnitude response characteristics of several CHT variants (as shown in subfigures 5a–5f), 
using normalized sequences based on N=8-point transform matrices. Each subfigure 
corresponded to the magnitude response across normalized frequency for individual row 
vectors of the respective 8×8 transformation matrices. The analysis revealed distinct frequency 
behaviors across the transform variants. Notably, the Diagonal Orthogonal Transform-based 
CHT (DOT-CHT) demonstrates a frequency response pattern that closely mirrors that of the 
Discrete Fourier Transform (DFT), as supported by comparisons drawn from literature.  This 
strong resemblance indicated that DOT-CHT retained desirable spectral properties akin to the 
DFT, making it a viable alternative in applications where computational efficiency and 
structural simplicity are prioritized. 
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Figure 5. Normalized sequences are presented for the magnitude responses of CHT 

matrices for N=8. (a) CSSCHT, (b) rCSSCHT, (c) DOTCHT, (d) SCHT, (e) NCHT, (f) 
UCHT (HSP). 

 
Figure 6.  Image compression using variants of CHTs. a) Original image. b) UCHT. c) 

NCHT. d) SCHT. e) CSSCHT. f) DOT-CHT. 
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Figure 7. Zoomed compressed images of the Figure. 6. a) UCHT. b) NCHT. c) SCHT. d) 

CSSCHT. e) DOT-CHT 
Moreover, the performance of the various CHT variants exhibited noticeable 

inconsistencies. Among these, the UCHT showed a distinct behavior in its frequency response, 
with all frequency components starting from different points compared to the other CHT 
variants. This irregularity resulted in more prominent and undesired sidebands in the 
magnitude spectra, thereby affecting the spectral quality of the transform. Despite these 
limitations, complex Hadamard transforms had significant applications in signal processing 
and image compression. Their importance was due to their reliance on arithmetic operations 
and the sequency-based ordering present in most CHTs, except in the case of UCHT, which 
lacked this property. These characteristics made them effective tools for data reduction and 
compression. This was illustrated in the figures. Figure 6a presented the original 256×256 
grayscale image of a baboon, while Figures 6b to 6f, aligned horizontally, showed the 
corresponding compressed outputs using different CHT variants. For a closer inspection of 
the compression quality, zoomed-in versions of these images were displayed in Figure 7. 

 
Figure 8. (a) Comparison vs quantization matrix. (b) PSNR vs quantization matrix. (c) 

Similarity of index vs quantization matrix. (d) Bit error ratio vs compression ratio. 
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The visual and quantitative evaluation of compressed images using various Complex 
Hadamard Transform (CHT) variants revealed notable differences in image quality and 
performance metrics. Figures 7a–7c illustrate the reconstructed images after compression, 
where visible blocky artifacts are observed across most transforms. However, the CS-SCHT 
and DOT-CHT variants produce superior results, it is showing significantly reduced block-
based distortions and higher visual fidelity. In contrast, the images reconstructed using UCHT 
and NCHT exhibit pronounced deformation, with UCHT showing the most degradation 
among all variants. 

To further quantify performance, Figure 8 presents a comparative analysis of image 
compression metrics, compression ratio, Peak Signal-to-Noise Ratio (PSNR), Structural 
Similarity Index (SSIM), and Bit Error Ratio (BER) under varying quantization matrices (Q = 
10, 50, and 90). The results demonstrated that UCHT is highly sensitive to compression, 
resulting in lower PSNR and SSIM values and higher BER. NCHT also experienced 
degradation due to compression, though less severe than UCHT. In contrast, SCHT, CS-
SCHT, and DOT-CHT exhibited strong resilience to quantization, maintaining stable PSNR, 
SSIM, and BER values across all Q levels, as shown in Figures 8a through 8d. 

Overall, the study highlights that certain CHT variants, particularly CS-SCHT and 
DOT-CHT, offer enhanced robustness and image quality under compression, making them 
suitable for a wide range of applications in scientific and engineering domains where efficient 
and reliable image representation is critical. 
Discussion. 

The analysis of CHTs reveals key insights into their utility and limitations in signal and 
image processing, particularly when compared to established methods such as the DFT and 
DCT. The statement highlights a significant observation, such as inconsistency in the spectral 
response of CHT variants, especially UCHT. Unlike other CHT variants that exhibit 
consistent sequency ordering (a measure of frequency content in basis vectors), the UCHT 
shows deviation at the initial frequency indices, leading to non-uniform spectral energy 
distribution. This results in undesirable sidebands, a phenomenon where energy leaks into 
unintended frequency bins, reducing the efficiency and quality of signal representation. Such 
effects are detrimental in applications like compression, where preserving important spectral 
features is crucial. By contrast, DFT maintains a fixed and interpretable frequency ordering, 
but its complex-valued basis can make computations relatively costly (multiplications with real 
and imaginary components). It does not optimize for energy compaction, which limits its use 
in image compression unless combined with other methods. DCT, on the other hand, is 
renowned for its energy compaction properties, especially in low-frequency components, 
which makes it ideal for image compression (as seen in JPEG). It is a real-valued transform, 
meaning it avoids complex arithmetic, unlike both DFT and CHT. The DCT's basis functions 
are cosine-only, contributing to smooth, block-based approximations that are visually less 
disruptive than high-frequency variations caused by poor transform design. In this context, 
CHT variants (excluding UCHT) provide a valuable middle ground as they preserve sequency 
ordering like DCT and are efficient due to their reliance on only arithmetic operations (e.g., 
additions, subtractions, and multiplications by ±1 or ±j). This makes them suitable for 
hardware implementations and low-latency applications. Moreover, their complex domain 
properties offer unique flexibility in encoding phase and amplitude information, beneficial in 
areas like watermarking, holography, and multi-dimensional filtering. The reference to Figure 
6, a set of compressed images, further emphasizes practical outcomes. Visual inspection of 
images from different CHT variants reveals that compression artifacts, such as blockiness and 
blurring, vary significantly. UCHT introduces more distortion, while DOT-CHT and CS-
SCHT preserve details more effectively, with sideband minimization and better visual fidelity. 
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The analysis provided in Figure 8 focuses on key image compression metrics, 
Compression Ratio, SSIM, and BER under varying levels of quantization (Q = 10, 50, 90). 
These metrics collectively reflect the effectiveness of a transformation technique in preserving 
image quality under compression. The results provide significant insights into how different 
CHT variants behave under compression stress and how they compare to traditional 
techniques such as the DFT and DCT. 

Performance of UCHT and NCHT. The UCHT stands out as the least robust of the 
CHT variants, showing clear performance degradation with increasing quantization. Its lower 
PSNR and SSIM values indicate visible distortion and poorer structural fidelity in 
reconstructed images. The high BER further highlights a loss of pixel-level accuracy. This 
sensitivity is likely due to the lack of proper sequence ordering and its inconsistent spectral 
behavior, which can lead to inefficient quantization and reconstruction. NCHT performs 
better than UCHT but still shows susceptibility to compression artifacts. This partial instability 
implies that while NCHT has potential for signal representation, its robustness under heavy 
quantization is limited. 

Robustness of SCHT, CS-SCHT, and DOT-CHT. On the other hand, SCHT, CS-
SCHT, and DOT-CHT consistently maintain high PSNR and SSIM values and low BER, even 
as the quantization matrix becomes more aggressive (from Q = 90 to Q = 10). This 
demonstrates their quantization resilience, making them more suitable for applications 
requiring high compression efficiency without sacrificing image quality. The reason lies in their 
optimized sequence order and arithmetic-only design, which allows for better energy 
compaction and minimized signal distortion during quantization and reconstruction. 
Conclusion. 

The family of Complex Hadamard transforms and its applications are presented in this 
study. The number of variants has been implemented and thoroughly debated. Each version 
has its characteristics and significance in various fields of signal processing and 
communication. When used to signal analysis/synthesis, the results show that SCHT, 
CSSCHT, and DOT-CHT perform similarly to DFT. Image compression is better with DOT-
CHT and CSSCHT. In communication applications, UCHT and SCHT are also used and show 
better performance. NCHT is yet to be thoroughly investigated. In image and spectral analysis, 
SCHT and CSSCHT are commonly used.  

CSSCHT has a sequence attribute like DFT's frequency, and it can be used in a variety 
of applications due to its lower computational cost. Different CHTs' normalized magnitude 
spectrum was observed and discussed. The CSSCHT and DOT-CHT exhibit fewer blocky 
artefacts due to their sequency feature, which has been found in image compression for CHT 
variations. If referred to base on the quality vs. computational cost tradeoff. CHTs can be used 
in a wide range of scientific areas and for a wide range of applications. 
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