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cular pathology is the study of employing digital fundus imaging to diagnose various 
eye-related diseases. Macular degeneration, cataracts, glaucoma, and diabetic 
retinopathy are among these eye diseases. To distinguish between these illnesses, a 

manual examination of the human eye is performed. Since the work is arduous, we have used 
many complex machine learning techniques in this paper to automatically identify eye 
disorders using digital retinal fundus imaging. In our initial stage, the dataset is de-noised to 
avoid misclassification. Additionally, we use Contrasted Limited Adaptive Histogram 
Equalization (CLAHE) to enhance the images. By adjusting the histograms' adaptive 
equalization parameters, it is possible to improve the fundus image on each of the RGB 
channels separately. With the help of three distinct deep CNN models; AlexNet, 
GoogLeNet, and ResNet50, high-quality features were extracted in the second phase. After 
merging the features, a composite feature vector was created. This is done to choose 
characteristics of superior quality. The Bag of Deep Features (BoDF) was used to choose 
features of the highest caliber. BoDF will assist in lowering the size of the feature so that it 
can be recognized quickly. Using Mutual Information (MI), comparable features were also 
eliminated. Support Vector Machine (SVM) and Decision Tree (DT) were then used to 
classify the model's output to identify ocular diseases. The STARE dataset is used in this 
research. When compared to current state-of-the-art models, the proposed model is more 
appropriate and provides an overall classification performance of 94.8% in almost 3 seconds. 
Keywords: Ocular Pathology; Retinal Fundus Imaging; Deep Learning; Bag of Deep Features; 
Mutual Information. 
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Introduction: 
Ocular pathology is the branch of study focused on diseases and disorders that affect 

the eyes. The eye is a highly complex organ that functions by capturing optical signals and 
converting them into electrical signals, enabling the brain to form a clear visual image. Ocular 
pathology is a field of study that concentrates on disorders that affect the eyes. To provide the 
brain with a clear picture, the eye is an extremely complicated system that uses optical signals 
and converts them into electrical signals [1][2]. Complications involving the eye often have a 
strong potential to cause irreversible vision loss. These conditions include cataracts, glaucoma, 
diabetic retinopathy, and age-related macular degeneration [3]. All these disorders require 
manual examination of the eyes, which is time-consuming. Different machine learning 
methods have been suggested to quickly identify eye diseases in order to save time. In recent 
years, numerous machine learning models have been developed, with deep learning emerging 
as a powerful approach to address these types of problems effectively. Convolution neural 
networks (CNN), a particular type of neural network, are used frequently for visual image 
analysis in deep learning [4]. 

The inaugural World Report on Vision published by the World Health Organization 
in 2019 [5] estimates that 2.2 billion people worldwide have vision impairment or blindness. 
Screening diabetic patients for diabetic retinopathy can reduce their risk of blindness by up to 
50%. Color fundus camera imaging is a crucial and simple method for identifying several eye 
conditions, including diabetic retinopathy (DR). Early detection of diabetic retinopathy 
enables the use of laser therapy to prevent or slow down vision loss and can also encourage 
patients to manage their diabetes more effectively [6]. The current procedures for detecting 
and evaluating diabetic retinopathy are labor-intensive, expensive, and dependent upon 
qualified ophthalmologists [7][8][9][10]. Therefore, detecting and treating diabetic retinopathy 
automatically at an early stage helps prevent blindness. AMD and Glaucoma can also be 
detected at an early stage to avoid color blindness and vision loss. 
Ocular Pathology and Retinal Fundus: 

Ocular pathology is the study of diseases affecting the eye and its surrounding 
structures, focusing on their causes, effects, and treatment.  It also explores how these diseases 
impact the tissues and functions of the eye [11]. Retinal fundus imaging is one of the medical 
technologies that has advanced recently. The evolution of medical diagnostic technologies has 
led to the widespread usage of image processing systems in clinical standard practices. It is a 
procedure in which a fundus camera captures a picture of the retina [12]. A retina or fundus 
camera aids a doctor in obtaining a clear image of the retina's inside. Retinal arterioles and 
venules, which flow through the retina's nerve fiber layer and are the sole section of the retina, 
are transparent in a typical fundus picture. The typical fundus image used for ocular pathology 
is shown in Figure 1. The doctors can personally examine the ailment with the help of 
imaging.  These picture collections are used in this article to enhance the classification 
performance and the accurate detection of ocular diseases. 

 
Figure 1. A Normal Fundus Image Representing Retinal Functions [12] 
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Objectives: 

• The dataset was initially denoised during setup. Machine learning algorithms were fed 
enhanced images. Contrasted Limited Adaptive Histogram Equalization uses this adaptive 
enhancement (CLAHE). THE CLAHE is useful for fine-tuning the image utilizing the 
individual Red, Green, and Blue (RGB) channels.  

• Three separate machine learning models were used to extract features, GoogLeNet, 
and ResNet-50, which were then combined to create a set of high-quality features. 

• A Mutual Information (MI) approach was devised to minimize the feature dimension. 
This approach chooses the feature values with the same data and ignores the rest. To verify 
the relationship information, the probability of each feature value was calculated. 

• A feature set was further condensed using the Bag of Deep Data (BoDF) model, which 
only keeps the high-quality features that are useful for diagnosing the disease while discarding 
the rest. This will increase performance by 4% while decreasing the feature dimension by up 
to 63%. This model significantly reduces the model's test and train times for unsupervised 
learning. 

• The model was subsequently evaluated in the last step using the Support Vector 
Machine (SVM) and Decision Tree techniques. 
Related Work: 

The traditional diagnosis of glaucoma by manual inspection of fundus imaging requires 
highly certified and skilled individuals, and it is heavily reliant on their subjective assessments 
[13]. The detection of eye-related diseases is critical in order to protect humans from blindness. 
Many treatments have been conducted; however early detection is extremely difficult. 
Nevertheless, in medical imaging (for example, retinal fundus pictures), early-stage 
identification of lesions and anomalies remains a challenge. Many researchers have researched 
eye disorders such as diabetes and glaucoma. Diabetic eye disease (DED) is a group of vision 
problems that affect diabetics. The authors of [14] use a Convolutional Neural Network to 
detect DED (CNN). To enhance performance, they combined handcrafted features with 
neural network features. They also examined how traditional image pre-processing can 
improve the accuracy of early-stage Dry Eye Disease (DED) detection using deep learning 
models. With this approach, the model achieved an accuracy of 91.43%. Similarly, [15] and 
[16] construct a CNN model to classify Glaucoma severity. Glaucoma is a series of visual 
disorders that cause nerve damage. Early detection of glaucoma is advantageous for improved 
eyesight. Both authors used retinal fundus imaging to detect the illness and the CLAHE 
process to improve the images. Texture-based characteristics such as the Zernike moment, 
chip histogram, and harelike features have been computed from high-frequency modes. The 
classification accuracy achieved is 89.45% and 94% respectively when classified using the 
Support Vector machine classifier. 

The author in [17] uses a neural network approach to identify Glaucoma illness. A 
total of 163 glaucoma-affected eyes, classified into four types of optic discs by three glaucoma 
specialists, were randomly split into training and test datasets.  The accuracy achieved with the 
10-fold cross-validation and Support Vector Machine (SVM), Nave Bayes (NB), and Decision 
Tree (DT) is 87.1%, 85.2%, and 90.2%, respectively. These quantifiable factors enabled the 
trained NN to categorize glaucomatous optic discs with rather high accuracy without the need 
for color fundus images. The author in [18] detects Glaucoma illness using GoogLeNet, 
EfficientNet, MobileNet, and DenseNet. In this procedure, retinal fundus imaging is 
performed to attain an average accuracy of 83.4%. 

With advances in image sensors and smartphone technologies, it is now possible to 
capture high-definition photographs without the need for expensive camera equipment. The 
Fundus Imaging technology is being used in research to automatically detect eye problems. 
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Numerous researchers are actively working on developing the Internet of Medical Things 
(IoMT) [19], [20], and [21]. Local Binary Pattern (LBP) and Local Energy-based Shape 
Histogram (LESH) are used to detect diabetic illness (LESH). The model is then categorized 
using SVM, which achieves 93.1% accuracy. [20] and [21] employ transfer learning 
methodology to combine features from various machine learning models. The authors of [20] 
and [21] successfully improved classification performance using the DenseNet and U-Net 
models. The authors in [22] proposed a Long Short-Term Memory (LSTM) model for 
detecting diabetic retinopathy and age-related macular degeneration. Using this approach, they 
achieved a sensitivity of 94.95% and a specificity of 98.31%. Similarly, [23][24] used 
monoscopic fundus images rather than colored fundus images. 

Machine learning techniques have been widely applied in the classification of various 
diseases in the medical industry over the last two decades. Deep learning uses neural networks 
to learn underlying features in data. It is frequently more concerned with data representation 
than with task-specific algorithms. In [25], a variety of machine learning techniques such as 
Decision Trees (DT), Logistic Regressions (LR), Discriminant Analysis (DA), Support Vector 
Machines (SVM), k-nearest Neighbors (k-NN), and ensemble learners are employed. SVM 
achieves an average classification accuracy of 77.8%. The developers of [26] proposed a 
machine-learning model for detecting three ocular diseases: diabetic retinopathy (DR), age-
related macular degeneration (AMD), and glaucoma.  

The author in [27], employs retinal fundus imaging to diagnose three eye disorders 
using 8739 retinal fundus pictures. In their work, they employed the Messidor-2 dataset and a 
multiple upgraded Inception-v4 assembling approach to detect eye disorders. The model with 
this scheme achieved 95% accuracy and 98.5% respectively [28][29][30][31][32][33]. 
Methodology: 
Experimental Design: 

The proposed scheme combines high-quality feature selection with the 
implementation of a Bag of Deep Features (BoDF) to detect ocular disease using a multimodal 
scheme. The dataset images were first enhanced using the CLAHE enhancement algorithm, 
after which features from three different neural networks were extracted and combined to 
form a complete feature vector. Mutual Information is used to discard all similar features and 
then use the full BoDF approach to select high-quality features. This approach improves 
overall classification performance by lowering the computational cost of the multi-model 
approach. The proposed approach begins with denoising as the first step, followed by image 
augmentation. Subsequently, features are extracted using a multimodal neural network. The 
focus of this study is featuring defusing, which entails combining features from all models to 
generate a combined feature vector. This will aid in the selection of high-quality features. 
BoDF was employed to reduce the high-dimensional feature set, enabling efficient 
classification performance within a shorter processing time. The suggested work steps are 
outlined one by one in the following sections. 
Dataset Description: 

The STARE (Structured Analysis of the Retina) dataset is widely used for retinal image 
analysis, blood vessel segmentation, and disease detection systems. Hoover and Goldbaum 
captured the images at the University of California, San Diego. Each image is a high-resolution 
color fundus photo with a field of view of nearly 35 degrees. Each image is stored in Portable 
Pixmap Format (PPM), with a resolution of 700 × 605 pixels. Two observers (Observer A and 
Observer B) added their vessel annotations to the same images. Aside from vessel 
segmentation masks, the database contains images of healthy eyes and patients suffering from 
retinal conditions such as diabetic retinopathy, choroidal neovascularization, and central 
retinal vein occlusion. STARE is an important tool for educating and developing computer-
aided eye care tools due to its extensive annotations and wide range of retinal conditions. 
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Data De-noising: 
Data denoising is a critical step in reducing the number of photos in the input set that 

are irrelevant and cannot be upgraded. The input dataset is thoroughly visualized one by one, 
and the irrelevant images are sorted using the comparison technique. A network filter is 
applied to the dataset to measure the correlation between different images.  Images with low 
correlation are then removed from the input dataset to improve classification performance. A 
sample of a noised image and a clear image is represented in Figure 2. 

 
Figure 2. Noise vs Denoised RFI [12]. 

Image Enhancement using CLAHE: 
CLAHE executes Contrast-Limited Adaptive Histogram Equalization [34] on the 

image following all noise removal from the input image. CLAHE uses adjustable regions to 
examine the real brightness conditions that exist throughout an RGB color space image. Local 
color correction operates as a part of the proposed retinal fundus image procedure. The 
proposed system handles RFIs through sub-block segmentation before adding histograms 
across individual regions, unlike other approaches that work with channel-wide distributions. 
Smoothing is applied. The initial process inside CLAHE divides image channels into R, G, 
and B frames for separation purposes. Figure 3 presents an example image along with the 
separate images captured from the red, green, and blue color channels. Blood vessels are more 
clearly visible in the green channel because it has a lower noise level compared to the other 
channels. 

 
Figure 3. RGB channels of RFI [34]. 

The Green Channel image received the CLAHE application first to enhance contrast 
levels. When you add the noise pattern (salt and pepper noise) to the original image noise it 
produces better filtering performance since natural noise cannot be deleted completely. Two 
successive filters including a median filter followed by a morphology filter eliminated the 
combined noise from the images. Utilizing two successive filters enabled the maximum 
possible attainment of noise filtering performance. The evaluation process continued after 
converting the Green Channel image into grayscale format. 



                                 International Journal of Innovations in Science & Technology 

May 2025|Vol 07 | Issue 02                                                                Page |887 

 
Figure 4. RFI enhancement using Green Channel. 

Proposed Approach for Feature Extraction and Selection: 
The proposed technique applied three sequential procedures. A CLAHE enhancement 

procedure operated on three channels to enhance the image during the first processing step. 
After enhancement, features were derived from multiple machine learning systems for three 
advanced models, which enabled the assembly of a superior feature collection. The selection 
of redundant features was performed using probability density analysis together with 
Euclidean distance measurements. BoDF operated to select the best features in the final step. 
The model architecture appears in Figure 5. 
Model-A: AlexNet: 

AlexNet [35] is the first Convolutional Neural Network (CNN) used to extract features 
from processed and improved images. AlexNet contains five convolutional-layer architectures 
with maximum pooling at three layers to reduce image size at each level. Enhanced images 

from CLAHE were fed into AlexNet's input layer, the input was rescaled to 227 x 227 x 3. 

Following convolution layers 1, 2, and 5, a 3 x 3  max pooling kernel with strides of 

26 x 26 x 96, 12 x 12 x 256, and 5 x 5 x 256 is utilized. To concatenate all the gathered 
characteristics, the fully connected layers (FC) 3 and 7 were used. The output was a matrix, 
with rows representing features for each image and columns representing the deep feature 
attributes of the respective image. The output dimensions of the AlexNet architecture were 
1186 x 4096. 
Model-B: GoogLeNet: 

In the proposed methodology, the second pre-trained model used was GoogLeNet 

[36], which had a 22-layer architecture. The images with dimensions 224 x 224 x 3 fed to the 

network which performs the feature extraction and with an output size of 1186 x 1000. 
Model-C: ResNet-50: 

ResNet-50 [37] contains 50-layer residual networks. This deep CNN also includes 
convolutional layers such as AlexNet and GoogLeNet. The classification layers of the ResNet 
model are not used because they are for 1000 classes, which can lead to misclassification. As 
a result, the model is trained up to the fully connected layer to extract features. 

The features from all three trained networks were gathered and catenated to generate 

a composite feature vector (CFV) with the dimensions 1186 𝑥 3 𝑥 1000. A subset of 1,000 
attributes from AlexNet was selected to maintain a comparable set of matrices. Consequently, 
the total number of features amounted to 3,558,000. It takes a long time to test all these 
features with a classifier. As a result, the less relevant features were discarded, and only the 
high-quality features were selected in the subsequent stage.  
Mutual Information: Redundant Feature Elimination: 

Mutual information (MI) gives a number that quantifies the relationship between two 
random variables sampled at the same time. MI was used to choose features that had 
substantially the same association. This method makes use of the marginal and joint 
distributions of the variables X and Y. Let X represent the input photographs and Y represent 
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the relevant feature. P(X) and P(Y) reflect the random value's marginal distributions, while P 
(X, Y) indicates the joint distribution. The MI drives the following equation using these 
random values: 

𝑀. 𝐼(𝑋, 𝑌) =  ∑ ∑ 𝑃(𝑋, 𝑌) log
𝑃(𝑋, 𝑌)

𝑃(𝑋). 𝑃(𝑌)
𝑦∈𝑌𝑥∈𝑋

 

After applying feature elimination using the formula CFV = F × class, the total 
number of features was reduced from 3558 × 1000 to 2900 × 1000 using the proposed 
methodology. 

 
Figure 5. Proposed Scheme for Classifying Ocular Diseases 

BoDF: High-Quality Feature Selection: 
Following the removal of redundant features, the quality features were chosen using 

the Bag of Deep Features (BoDF) [38]. BoDF serves as a mechanism for displaying only the 
most relevant features. Ultimately, this strategy helps reduce the computational cost of the 
model. This approach is commonly used in signal processing to compensate for anomalies. 
BoDF is a two-step technique that begins by grouping related features using the K-NN 
classifier [39]. Using K-NN at various "k" values, the centroids chosen are used as a vocabulary 
of the input set. Using the Euclidean distance formula, only those features from the vocabulary 
that are closest to the centroids were chosen. 

𝐸𝐷 (𝑋𝑖, 𝑌𝑗)
𝑤𝑖𝑗

=  √∑(𝑋𝑖 − 𝐶)2

𝑁

𝑖=1

+  ∑(𝑌𝑗 − 𝐶)2

𝑁

𝑗=1

 

Following the selection of k with the lowest squared error, all the neighboring features 

were assigned a weight. 𝑤𝑖𝑗 =  ∑ [ ( 𝑥𝑖, 𝑦𝑗) ≜  
1

𝑘

𝑁
𝑖𝑗 , and the remainder will be 0. Where k= 

1,2,3, N and N is the total number of features x and y are the rows and columns from the 
features where rows represent the features and y represents the attributes. From this equation, 
the centroid C is calculated.  
For variables Xi and Yj, the asymptotic and asymptotic equation becomes: 
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[𝑆(𝑋,𝑌)]2 =  ∑ (𝑤𝑖𝑗)

𝑁

𝑖,𝑗=1

 

and,  

𝑇𝑁𝑖 =  𝑁
−2

𝐸𝐷  ∑(𝑤𝑖𝑗)(

𝑁

𝑖=1

𝑖1+
2

𝐸𝐷 −  (1 − 𝑖)1+
2

𝐸𝐷) 

𝑇𝑁𝑗 =  𝑁
−2

𝐸𝐷  ∑(𝑤𝑖𝑗)(

𝑁

𝑗=1

𝑗1+
2

𝐸𝐷 −  (1 − 𝑗)1+
2

𝐸𝐷) 

The second stage of the BoDF concerns the frequency of occurrence; during this 
stage, the system will automatically select the characteristic that occurs in a specific cluster. 
Using this strategy, the identical feature is considered only once, which is the cluster's centroid. 
The remaining functionalities were later removed. This is a straightforward and widespread 
method of picking quality attributes. To validate the quality of the features, the mean squared 
error of the model is determined for various k values. After passing through the BoDF 
mechanism, the feature values were further reduced to 250 × 1000, compared to the 2900 × 
1000 output obtained from the RFE stage.  
Selecting K Clusters: 

To integrate similar features in BoDF, we employed the K-Nearest Neighbor (K-NN) 
Clustering algorithm. The choice of k is an iterative process that will take a long time. To better 
discover the value of k for all the classifiers, we calculated the mean squared error for each 
value of k. 

Algorithm 1: Detecting Ocular Disease using BoDF 

 Input: Digital Retinal Fundus Images from STARE dataset. 

 Output: Classification of Ocular Disease 

1 Step1: Data Preprocessing 
Denoising: Apply Gaussian Filter to remove noise. 

𝐼𝑑𝑒𝑛𝑜𝑖𝑠𝑒𝑑 (𝑥,𝑦) =  
1

2𝜋𝜎2
∑ ∑ 𝐼(𝑥−𝑖,𝑦−𝑗) . exp(− 

𝑖2 + 𝑗2

2𝜎2
)

𝑘

𝑖= −𝑘

𝑘

𝑖=−𝑘

 

Enhancement using CLAHE: For each RGB channel apply CLAHE to 
enhance contrast 

𝐼𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑 (𝑥,𝑦) = 𝐶𝐿𝐴𝐻𝐸(𝐼𝑑𝑒𝑛𝑜𝑖𝑠𝑒𝑑 (𝑥,𝑦)) 

2 Step2 Feature Extraction: using deep CNN models to extract features 
AlexNet 

𝐹𝑎𝑙𝑒𝑥 =  𝐶𝑁𝑁𝑎𝑙𝑒𝑥(𝐼𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑) 
GoogleNet 

𝐹𝑔𝑜𝑜𝑔𝑙𝑒 =  𝐶𝑁𝑁𝑔𝑜𝑜𝑔𝑙𝑒(𝐼𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑) 

ResNet-50 

𝐹𝑟𝑒𝑠 =  𝐶𝑁𝑁𝑟𝑒𝑠(𝐼𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑑) 
3 Step 3 Feature Selection: merge the features to create a composite feature 

vector. 

𝐹𝑐𝑜𝑚𝑝𝑜𝑠𝑖𝑡𝑒 = [ 𝐹𝑎𝑙𝑒𝑥; 𝐹𝑔𝑜𝑜𝑔𝑙𝑒; 𝐹𝑟𝑒𝑠] 
4  Apply BoDF and select high-quality features using M.I. 

𝐹𝐵𝑂𝐷𝐹 =  𝐵𝑂𝐷𝐹(𝐹𝑐𝑜𝑚𝑝𝑜𝑠𝑖𝑡𝑒) 

5  Eliminates similar features using MI  

𝐹𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 =  𝑀𝐼(𝐹𝐵𝑂𝐷𝐹) 
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6 Step4 Classification: Use classifiers to identify ocular disease at an early stage 

7  Support Vector Machine 

𝐶𝑙𝑎𝑠𝑠𝑆𝑉𝑀 = 𝑆𝑉𝑀 (𝐹𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑) 
8  Decision Tree 

𝐶𝑙𝑎𝑠𝑠𝐷𝑇 = 𝐷𝑇 (𝐹𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑) 
9 Step5 Evaluation: Compare the proposed model with current state-of-the-art 

models 

10  
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

11 end 

Classification: 
In this study, transfer learning methodology was adopted, utilizing the CNN model 

only up to the fully connected (FC) layer. This is because the pre-trained model's classification 
layer is designed to handle up to 1000 classes. To prevent misclassification, binary or low-level 
kernel-based classifiers were employed instead. To classify disease, the two most generally 
accessible classifiers, Support Vector Machine and Decision Tree were utilized. 
Support Vector Machine: 

The Support Vector Machine Classifier distributes classes into two major classes of 
disease. Proposed model feature values with labels are fed to the SVM classifier to accurately 
predict the targeted values. 
Decision Tree: 

A Decision tree (DT) is a second classification classifier. This approach also allows for 
the diagnosis of many eye diseases. This categorization, unlike SVM, is an iterative procedure. 
This will take some time, but the accuracy gained is good when compared to other 
categorization models available. 
Experimental Results: 

This section presented the results produced through the proposed methodology. The 
retinal fundus images were enhanced in the first step of the model using three different colors 
from the R, G, and B scales. The model established distinct strategies for each of the three 
states. The enhanced photos were exhibited in the right column of Figure 6, while the original 
grayscale images were shown in the left column. Similarly, before extracting features from the 
supplied collection, all 1186 images in the dataset were enhanced. 

 
Figure 6. Retinal Fundus Image Enhancement using 3-level CLAHE process. 
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Support Vector Machine: 
After extracting feature values and removing redundant features, the model was 

classified using SVM and DT one by one. The performance of the proposed model employing 
the SVM classifier is displayed in Table 1. The table shows that individual accuracy is achieved 
along with a satisfactory F1-score; however, testing for the disease will require additional 
training time. Similarly, the combined feature values indicate 91% accuracy but will eventually 
raise the train duration. To reduce this time, BoDF is employed, as shown in the table1, and 
the train time is reduced to 3.4 seconds with an overall classification accuracy of 94.8 % after 
applying BoDF on combined feature values. 

Table 1. Model Classification Performance using SVM Classifier 

CNN Model 
Feature vector Accuracy 

(%) 
F1 Score Sensitivity Train time 

(Seconds) 

AlexNet 1186 x 4096 84.5 0.87 0.75 128 

GoogleNet 1186 x 1000 81.5 0.81 0.64 165 

RestNet-50 1186 x 1000 89.3 0.77 0.81 181 

Combined (Proposed) 3558 x 1000 91.6 0.89 8.99 3670 

After RFE (Proposed) 2900 x 1000 93.1 0.86 0.93 2845 

BODF Selected 
(Proposed) 

250 x 340 94.8 0.91 0.93 3.4 

 
Figure 7. Result Comparison of Model with and without BoDF. 

Figure 7 depicts a clear comparison of the model with and without BoDF. The suggested 
model indicates that ignoring low-quality features improves the model's performance and, as 
a result, reduces classification time. This method facilitates the rapid detection of all diseases 
and can also be effectively utilized for early-stage diagnosis. 
Decision Tree: 

The second model used for classification was DT. Table 2 shows the performance of 
the proposed model using the DT classifier. Individual accuracy can be achieved with a good 
F-1 score of 0.79, but evaluating the disease will require extra training time. Similarly, the 
combined feature values showed 91% correctness but eventually lengthened the training time. 
As indicated in Table 2, BoDF was used to reduce this time, and the training time was reduced 
to 12 seconds with an overall classification accuracy of 91.3% after applying BoDF on the 
combined feature values. 

The Mean Squared Error (MSE) was calculated and displayed in Table 3 for all values 
of k ranging from 2 to 16. The table indicates that at k = 10 and k = 12, the normalized errors 
were observed with total feature counts of 354,578 and 247,764, respectively, from the 
combined feature values. In this work, k = 10 yielded superior classification performance.  
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Table 2. Model Classification Performance using DT Classifier. 

CNN Model 
Feature vector Accuracy 

(%) 
F1 Score Sensitivity Train time 

(Seconds) 

AlexNet 1186 x 4096 80.2 0.84 0.77 218 

GoogleNet 1186 x 1000 77.8 0.80 0.72 135 

RestNet-50 1186 x 1000 83.1 0.87 0.88 225 

Combined (Proposed) 3558 x 1000 90.9 0.91 0.81 3010 

After RFE (Proposed) 2900 x 1000 89.6 0.75 0.89 2990 

BODF Selected 
(Proposed) 

250 x 340 91.3 0.88 0.77 12.6 

Table 3. M Selection of k Cluster with total number of Features. 

k MSE (x106) Cluster Features 

2 84 265543 

4 78 546783 

6 57 33232 

8 45 344744 

10 10 45633 

12 10 354578 

14 11 247764 

16 12 64773 

Figures 8 and 9 demonstrate and depict the accuracy of the proposed model for 
different values of k for SVM and DT classifiers. The figures clearly show that the suggested 
model delivers good classification accuracies at k = 8, 10, and 12, which have low SME values. 

 
Figure 8. Accuracy of Model at different values of k using SVM Classifier. 

 
Figure 9. Accuracy of Model at different values of k using DT Classifier. 

Discussion: 
Multimodal CNN-BoDF has been shown where? to improve the accuracy of retinal 

disease classification. Figure 6 shows that by enhancing images with a 3-step CLAHE, 
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important features can be more easily identified and distinguished. All images were enhanced 
before being used for feature extraction, resulting in better model performance. The primary 
benefit of this method is that multiple CNN models (AlexNet, GoogleNet, and ResNet-50) 
are used to select and reduce features for each model. The combined feature vector improved 
accuracy (91.6% for SVM and 90.9% for DT), but it required significantly more training time. 

Applying BoDF reduced the number of features, sped up training time, and improved 
classifier performance. BoDF reduced training time from 3,670 seconds to 3.4 seconds, while 
the SVM classifier increased accuracy from 91.6% to 94.8%. Similarly, using the decision tree 
classifier reduced training time from 3,010 seconds to 12.6 seconds, while improving model 
accuracy from 90.0% to 91.3%. 

This suggests that, in areas with limited medical resources, avoiding unnecessary and 
ineffective features improves both the speed and accuracy of classification. The findings are 
shown in Table 3 and Figures 8 and 9. The mean square error (MSE) was lowest when k was 
10 or 12, indicating that this value is the best fit for the number of clusters. SVM and DT 
demonstrated the highest accuracy, indicating that the clustering technique performed well. 

This demonstrates that most existing models must sacrifice accuracy to achieve rapid 
detection, whereas the proposed method does not. A robust and efficient method for detecting 
ocular diseases can be achieved by selecting important features using improved image 
processing, multi-model CNNs, and BoDF. This model can help clinicians make decisions 
because of its accuracy, speed, and ability to detect diseases early. 
Comparison with Recent Trends: 

According to the comparison table, the suggested model outperforms previous studies 
in classification accuracy. It can be seen that the SVM classifier achieves higher classification 
accuracy when compared to eye-related disease detection using the SVM classifier shown in 
Table 4. This paper's BoDF model recognizes emotions without image deconstruction. 

In comparison to several previously developed methods for detecting ocular diseases, 
the Multi-Model-CNN BoDF is more accurate and is capable of being used for early 
detection. Several previous studies used CNNs, SVMs, and LSTMs to study eye diseases such 
as glaucoma, diabetic retinopathy (DR), dry eye disease (DED), and age-related macular 
degeneration (AMD). Even though the models VGG-16 for DED on CNN and 
Decomposition CNN for glaucoma were accurate, with scores of 83.46% and 94%, 
respectively, they cannot be used in the early stages of the disease. Similarly, these two models; 
MobileNet v3 and LESH-SVM, achieved good accuracies of 93.5% and 93.1% for glaucoma 
and DR, respectively, but were designed to diagnose conditions later in their progression rather 
than early on. DenseNet-201 stood out with 82.1% accuracy in DED and DR, and few models 
could be used at this early stage. Despite this, the actual results were significantly worse than 
what the proposed model predicted. The Classification Learner Tool (MCLT) for DR 
inspection detected it with an accuracy of 65.5% only at the early stage, demonstrating that 
increasing accuracy frequently means delaying detection. Alternatively, Multi-Model-CNN 
BoDF provides superior results of 94.8% for several diseases, including glaucoma, diabetic 
retinopathy, AMD, and DED, and is intended for early detection. As a result, individuals can 
benefit from early and precise eye disease tests that can be easily administered in clinics.  

Table 4. Comparison of the Proposed Model with Recent Trends. 

Model Disease Classifier Accuracy 
(%) 

Applicable for 
Early Stage 

CNN (VGG-16) DED CNN 83.46 No 

2-dimensional 
variational Mode 

Glaucoma SVM 89.45 No 

Decomposition CNN Glaucoma CNN 94 No 
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Conclusion: 
Ocular pathology is the study of diseases that affect the eyes. The purpose of this test 

was to improve the quality of retinal fundus photographs so that medical experts could 
appropriately detect Retinal Diseases. It is quite challenging to categorize all associated diseases 
using a single strategy when employing machine learning technology. The input images were 
improved using CLAHE to get good performance after denoising. In this paper, a multimodal 
system for classifying all ocular diseases is introduced. To achieve a high-quality feature set, 
features from various CNN models were diffused together in this manner. The dimension of 
the combined feature vector is lowered by utilizing Mutual Information and BoDF, which also 
aids in the selection of quality features. SVM and DT were then used to classify quality features. 
The proposed methodology is quite effective at detecting various ocular diseases. The results 
obtained when compared to comparable work reveal that the suggested model is quite 
effective as a state-of-the-art model. 
Contributions: 

With the onset of the fourth industrial revolution, more machine learning technologies 
are being investigated for the autonomous detection of ocular illnesses. To distinguish between 
these disorders, numerous machine learning models were presented. An efficient multi-model 
machine learning approach was put out in this paper to identify various ocular disorders. The 
proposed model was designed with the goal of offering superior classification performance 
with less computational overhead and quick processing.  

The main contribution of this work is to design a generic model that can be able to 
classify three major ocular diseases, which is only possible by our proposed transfer learning 
and multi-model feature diffusion method. This contribution will lead researchers and medical 
assistants to classify all eye-related diseases with only one generalized method with good 
classification performance and in short processing time. 
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