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ith the rapid expansion of data across various domains, the need for automated 
text summarization has become increasingly crucial. Given the overwhelming 
volume of textual and numerical data, effective summarization techniques are 

required to extract key information while preserving content integrity. Text summarization 
has been a subject of research for decades, with various approaches developed using natural 
language processing (NLP) and a combination of different algorithms. This paper is an SLR-
type essay presenting the existing text summarization techniques and their evaluation. It 
covers the basic concepts behind extractive and abstractive summarization and how deep 
learning models could serve as a boost in the performance of summarization. The study goes 
on to investigate the present use of text summarization in different areas and investigates the 
various methodologies applied in this area. A total of twenty-four carefully selected research 
articles were being analyzed to identify key trends, challenges and limitations regarding text 
summarization techniques. It proposes a number of open research challenges with insight 
concerning possible future directions in text summarization. 
Keywords: Natural language processing (NLP), Text summarization, Automatic text 
Summarization, Extractive Method (EXT), Abstractive Method (ABS), Deep learning). 
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Introduction: 
Today, there is so much digital data that it is impossible to quantify it all, and 

therefore, there is a huge need for effective techniques for summarizing this data. Text 
summarization pursues a significant and fruitful application of Natural Language Processing 
(NLP) and aims at producing more concise yet informative summaries from large textual 
content without altering or distorting its meaning [1]. Manual summarization is usually very 
time-consuming and impractical in the present scenario with so much information available. 

Automatic text summarization is particularly concerned with that which applies 
computational techniques to extraction or generation of a summary facilitating much faster 
information retrieval [2]. Over the course of time in the field, such a lot has changed from 
earlier statistical models to modern deep learning ones, having outlined applications such as 
news summarization, document condensation, and legal document processing to biomedical 
text summarization [3]. 

Exploration in this area is progressing towards building and developing various tools, 
techniques, and models over the years. There are mainly two types of approaches: Extractive 
summarization, in which important sentences are selected directly from the source text itself, 
and Abstractive summarization, which generates new sentences using its content 
reinterpretation [4]. While the methods of extraction have become widely studied and put 
into application, abstractive summarization offers a wider experimental challenge as it 
revolves around the task of natural language generation found in deep learning model [5]. 
Traditional approaches to natural language processing, including TF-IDF, Latent Semantic 
Analysis (LSA), and some graph-based ranking techniques (PageRank and its kind), have been 
used for extractive summarization; in contrast, some of the deep learning-based models that 
have been used more recently include RNNs, LSTMs, Transformers, and Reinforcement 
Learning models [6].  

The paper reviewed deep-learning-based models for text summarization, emphasizing 
Transformer-based architectures, BERT, T5, and BART, which have shown substantial 
progress in generating coherent and context-rich summaries [7], [8]. These models rely on 
pretrained embedding schemes, attention mechanisms, and finetuning methods to provide 
better outcomes than traditional extractive methods [9]. Also explored are hybrid approaches 
that seek to integrate extractive and abstractive methods for improvement in summary quality 
and relevance [10].  

 
Figure 1. Classification of Text Summarization Techniques. 

Figure 1 illustrates a structured classification of text summarization techniques based 
on three key dimensions: input, purpose and output. Input-based summarization is divided 
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into single-document and multi-document approaches, depending on the number of source 
texts. Purpose-based summarization includes query-based, domain-based, and generic types, 
reflecting the intent behind the summary. Lastly, output-based summarization is categorized 
into abstractive and extractive methods, where abstractive techniques generate new sentences 
while extractive methods select existing ones from the source text. 

This classification offers a comprehensive view of how summarization strategies vary 
based on their context and implementation. A comparative analysis of various text 
summarization models highlights key strengths and limitations. Extractive methods are 
computationally efficient and maintain sentence integrity but often lack coherence in 
generated summaries. Abstractive models, powered by deep learning, offer humanlike 
summarization capabilities but require extensive training and large datasets [11]. Recent 
advancements in pretraining strategies, transfer learning, and knowledge distillation have 
improved the generalization capabilities of abstractive models, making them more effective in 
diverse application domains [12]. However, challenges such as redundancy, grammatical 
inconsistencies, and domain-specific adaptation remain areas of ongoing research [13]. As the 
image illustrates a hierarchical classification of text Summarization based on three key criteria: 
Input-Based, Purpose-Based, and Output-Based [14].  
Literature Review: 

In recent years, the area of text summarization has made significant strides, especially 
in extractive and abstractive summarization techniques. The extractive forms, which are based 
on the information retrieval paradigm of selecting key sentences from a document, are 
popular because of their simplicity and effectiveness [4]. These methods have been restricted 
by coherence and readability and have, therefore, motivated investigators to look toward 
abstractive summarization, which builds new sentences keeping the original meaning intact 
[7]. Backed by deep learning models, such as the sequence-to-sequence architecture, 
transformers, and reinforcement learning methods, abstractive summarization gained fresh 
momentum [8].  

Recent works have been concentrated on enhancing summarization accuracy with 
deep learning- based techniques, such as Long Short-Term Memory (LSTM) networks, 
RNNs, and Transformer model [12]. UniLM and BERTSUM performed better in similar 
types of tasks for abstractive summarization [15]. And for extractive summarization, 
techniques, such as TextRank and Weighted Term Frequency, have been extensively 
implemented for various languages including Urdu [6]. Abstractive summarization, mimicking 
human cognition, generates new sentences encapsulating the essence of the original text. 
However, there has been an escalation in digitized information credibly warranting the 
automation of summarization methods for minimum retrieval [16]. 

Text summarization plays a crucial role in Natural Language Processing (NLP), 
addressing the growing demand for efficient information processing. As digital text continues 
to expand, automated summarization techniques extract meaningful insights from large 
textual data [14]. This sort of summarization is important in Natural Language Processing 
(NLP) because it has the potential to increase the power of information handling as these 
sources increase accessibility of digital text. Automated summarization methods will extract 
important bits of information from massive text. As far as developing extractive 
summarization, people are focusing on new statistical techniques and graph-based ranking 
methods, along with new deep learning methods that weight different text portions [17]. 
Despite its effectiveness, extractive summarization often lacks coherence, as it selects 
sentences without restructuring them for readability and logical flow [18]. 
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Figure 2. Extractive summarizationi.  

Figure 2 demonstrates the process of extractive summarization applied to multiple 
documents. In this approach, the system selects key sentences (such as Sentence A and 
Sentence C) directly from the original content without altering them. These selected sentences 
are then compiled to form a concise summary that retains the most important information 
from the source material. This method ensures the summary remains factually accurate and 
contextually grounded. 

Deep learning models, RNNs, LSTMs, and Transformer-based models like 
BERTSUM and UniLM, apply attention mechanisms to produce fluent and contextually 
meaningful summaries [19]. Abstractive summarization is still computationally expensive and 
prone to a summary being inaccurate or misleading because it parses out every process of 
semantic understanding [20]. 

 
Figure 3. Abstractive Summarizationii . 

Figure 3 illustrates the process of abstractive summarization from multiple 
documents. Unlike extractive methods, this approach does not directly select sentences from 
the source. Instead, it interprets the meaning of the content and generates a completely new 
sentence that conveys the core idea. This results in a summary that is more coherent, concise, 
and closer to how a human would write. 

Recognizing the strengths and weaknesses of both approaches, researchers are 
increasingly focusing on hybrid models that combine extractive and abstractive techniques. 
These models use extraction-based pre-processing to identify key sentences, followed by 
abstractive techniques to refine and rephrase them for improved coherence [21]. 
Reinforcement learning and self-supervised learning methods have been explored to enhance 
summarization, allowing models to fine-tune their performance based on human-like 
evaluation metrics [22].  

Future research should prioritize enhancing the linguistic quality of generated 
summaries while reducing computational complexity. Integrating domain-specific knowledge 
bases, multilingual support, and real-time summarization capabilities are promising areas of 
exploration [23]. Additionally, ethical considerations, such as bias mitigation and factual 
accuracy, will be critical for ensuring reliable automated summarization systems [24].  

The reviewed literature spans multiple domains, including gamification for 
recruitment and training, IoT in smart farming, search result diversification, melanoma 
classification using deep learning, and advancements in automatic text summarization 
techniques. Each study provides valuable insights into its respective field, highlighting key 
challenges, technological advancements, and future research directions.  
Gamification for Recruitment and Job Training Gamification:  

Gamification has been increasingly adopted to enhance recruitment and job training 
by integrating gaming elements into non-gaming contexts. The reviewed study systematically 
analyzes gamification’s role, emphasizing its ability to improve employee engagement and skill 
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acquisition [25]. However, challenges such as bias in recruitment processes and the need for 
more automated, adaptive gamification techniques remain key areas for future research [26]. 
IoT in Smart Farming: 

The adoption of IoT in agriculture has revolutionized smart farming by enabling real-
time monitoring, automation, and data-driven decision-making [27]. The reviewed study 
categorizes IoT technologies used in agriculture, emphasizing their role in resource 
optimization, precision farming, and security concerns. Future research should focus on 
integrating AI-driven predictive analytics with IoT to enhance sustainability and efficiency 
[28].  
Search Result Diversification Techniques: 

The increasing proliferation of web data necessitates effective search result 
diversification strategies to enhance user satisfaction. The reviewed study presents a 
taxonomy of diversification methods based on query types and algorithms, highlighting the 
balance between relevance and diversity [29]. Further refinement in hybrid models integrating 
machine learning with user behavior analysis is needed.  
Melanoma Classification Using Deep Learning:  

Deep learning has shown significant potential in melanoma classification, improving 
diagnostic accuracy and early detection [30], [31]. The reviewed study systematically examines 
CNN-based melanoma detection methods, comparing their effectiveness across various 
datasets. Challenges such as dataset biases, model interpretability, and the need for robust 
validation mechanisms remain key areas for improvement [32].  
Automatic Text Summarization: 

Advancements in automatic text summarization, particularly with large language 
models (LLMs), have transformed information extraction efficiency [33]. The reviewed 
studies provide a process-oriented framework covering extractive and abstractive techniques, 
optimization-based approaches, and LLM-driven summarization. Key challenges include 
computational efficiency, coherence in generated summaries, and evaluation metrics aligning 
with human judgment [34]. Future research should enhance fine-tuned LLMs for domain-
specific summarization and real-time applications [35]. 

Recent studies have advanced automatic text summarization by leveraging large 
language models (LLMs) that integrate extractive and abstractive techniques, improving 
efficiency and quality [36]. Optimization methods now balance coherence, relevance, and 
conciseness while addressing computational and accuracy challenges [1]. Fine-tuning LLMs 
for domain-specific tasks, such as legal and medical texts, and real-time summarization of 
dynamic sources like social media, have become key research areas [37] Hybrid models 
combining extractive filtering with abstractive rewriting show improved readability and 
coherence, enhanced by reinforcement learning and self-supervised training aligned with 
human evaluation metrics [38], [18]. Ethical concerns like bias mitigation and factual 
consistency are increasingly prioritized, especially in sensitive fields [39], [40]. 

Summarization technologies are expanding into related domains: gamification 
enhances training and recruitment engagement [41]; IoT in smart farming uses summarization 
for actionable insights [42]; search result diversification benefits from summary clustering 
[43]; and medical imaging combines summarization with deep learning for diagnostic support 
[44].These developments highlight the rapid evolution of summarization as a multidisciplinary 
tool, with future work focusing on multilingual support, real-time processing, and robust 
evaluation frameworks [45]. 
Objectives: 
The main goal of this study is as follows:  

• To explore and identify various text summarization techniques within the field of 
Natural Language Processing.  
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• To provide a detailed overview of how different datasets have been utilized over time 
with various summarization methods.  

• To identify the gaps and challenges encountered by different text summarization 
methods when summarizing text documents. 

Novelty: 
The novelty of this work lies in its comparative evaluation of extractive, abstractive, 

and hybrid approaches using deep learning models including transformers, reinforcement 
learning, and large language models (LLMs), across diverse datasets and application domains. 
Unlike prior reviews, this study highlights evolving trends, identifies key limitations, and 
proposes future research directions with a particular focus on multilingual support, ethical 
considerations, and domain-specific summarization, offering a holistic foundation for next-
generation summarization systems. 
Methodology: 

A Systematic Literature Review (SLR) has been selected as the research methodology 
for this study as the workflow is shown in Figure 4. The primary objective of this analysis is 
to consolidate existing research contributions and develop a model capable of summarizing 
text across various application domains. 

 
Figure 4. SLR Process Model. 

To enhance the rigor and impact of our study, we have adopted the methodology 
outlined by [16] for structured study selection and result evaluation. Following the 
formulation of research questions, a well-defined search protocol was established. The 
detailed methodology for this systematic review is depicted in Figure 4.  
Research Questions:  

To effectively conduct this Systematic Literature Review (SLR), the key research 
questions have been carefully identified. Various questions have been formulated, specifically 
aligning with the focus of our study on Text Summarization. This SLR explores several 
critical research questions.  

1: What are the various types of text summarization techniques applied across different 
domains? 

 2: Which datasets are most commonly used in text summarization?  
3: What are the key issues and challenges associated with text summarization?  
4: How can deep learning models be applied to text summarization?  
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This Systematic Literature Review explores several key research questions along with 
their underlying motivations: 
To examine different text summarization techniques within the scope of the SLR.    
To analyze various datasets utilized in the SLR and provide an in-depth discussion on them.    
To identify and elaborate on research challenges and implementation issues in detail. 
To investigate the applicability of deep learning models for text summarization. 
Search Strategy:  

The second phase of the Systematic Literature Review (SLR) involves formulating a 
search strategy and collecting relevant research articles within the field of text summarization.   

Table 1. Terms and keywords used in search. 

 
A keyword-based search was conducted using terms such as "text summarization 

techniques using NLP" to identify relevant studies. Articles were sourced from multiple 
digital libraries, including IEEE, Springer, ScienceDirect, and Google Scholar. A 
comprehensive internet search was also performed to ensure the inclusion of diverse and 
high-quality research papers. The selected articles, which form the foundation of this study, 
are summarized in Table 1. 
Inclusion and Exclusion Criteria: 

In this Systematic Literature Review (SLR), emphasis is placed on selecting high-
quality research papers that explore various text summarization approaches, incorporating 
different techniques and methodologies. The following inclusion criteria have been 
established to ensure the relevance and quality of the selected studies. 

• Research articles focused on text summarization across different languages. 
• Studies presenting various methodologies applied to different types of datasets from 

2015 to 2024. 
• Research papers discussing text summarization techniques, including Machine 

Learning (ML), Natural Language Processing (NLP), and Deep Learning (DL). 
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Duplicate papers appearing across multiple sources were eliminated, ensuring that 
only those relevant to our study and search criteria were retained. Additionally, papers that 
did not align with our research focus were excluded. The following exclusion criteria have 
been established to refine the selection process. 

• Research articles that do not focus on text summarization. 
• Studies primarily centered on text classification methods and approaches. 
• Articles that do not be from previous years. 
• Papers not published in the English language were also excluded. 

Quality criteria: 
Assessing the quality of the selected studies is a critical step in the Systematic 

Literature Review (SLR) as given below in table 2. Each included study underwent a quality 
evaluation based on predefined criteria to ensure its relevance and reliability. 

Table 2. Quality assessment score. 

 
Results and discussion: 

In the process of conducting this systematic literature review, we analyzed various 
published studies. Based on this analysis, we formulated several research questions, which are 
explained in detail below. 

1: What are the various types of text summarization techniques applied across different 
domains? 

Depending on the application, various summarization techniques can be utilized and 
categorized accordingly, as illustrated in Figure 5. Apart from the commonly known 
abstractive and extractive methods, multiple other types of summaries exist that cater to 
specific use cases. A few of these are described below: 

• Detail-Oriented Summarization: Summaries can be indicative or informative, 
depending on the level of detail. An indicative summary offers a brief glimpse into the 
content of a document, highlighting only its core message,much like the synopsis 
found on the back cover of a novel. In contrast, an informative summary provides a 
more condensed and detailed version of the full content, without simply skimming 
over the original material. 
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• Content-Focused Summarization: Based on content relevance, summaries may be 
generic or query-based. A generic summary delivers information solely from the 
author's perspective, treating all content equally and suitable for general use. On the 
other hand, a query-based summary is designed to answer specific questions posed by 
the user. It extracts information relevant to a user-defined query, tailoring the output 
to the reader's interests. 

• Input-Driven Summarization: Depending on the source, summaries can be created 
from a single document or multiple documents. A single-document summary 
processes and summarizes text from one source, making it relatively straightforward. 
Conversely, multi-document summarization consolidates information from several 
related texts, which increases the complexity but allows for a broader synthesis of 
information. 

• Language-Based Summarization: Summaries can also be monolingual or 
multilingual. A monolingual summary is restricted to processing and generating 
content in one language only, limiting its applicability across diverse linguistic datasets. 
In contrast, a multilingual summary supports input in multiple languages, although 
this significantly increases the complexity of implementation 

 
Figure 5. Studied type of summarization. 

2: Which datasets are most commonly used in text summarization? 
In this systematic literature review (SLR), research articles published between 2016 

and 2024 were examined to understand the evolution of datasets and models used for text 
summarization. Over the years, various datasets have been introduced to support the training 
and evaluation of summarization systems. The availability of diverse and high-quality datasets 
has played a critical role in benchmarking models and fine-tuning their performance for 
different applications. Without structured and labeled data, it becomes challenging to validate 
model efficiency or optimize algorithmic parameters for varying use cases. 

Recent advancements, particularly the emergence of transformer-based models and 
large language models (LLMs) like GPT, BART, and T5, demand large-scale datasets to 
achieve optimal performance. The following are some notable datasets widely utilized in the 
field: 

• DUC (Document Understanding Conference): This early dataset includes 
approximately 500 news articles with human-authored summaries. While valuable for 
benchmarking, it is limited in size and not suitable for training modern, parameter-
rich models. Thus, it is commonly used in combination with larger datasets to support 
evaluation tasks. 

• Gigaword: A large-scale dataset comprising over 10 million news articles. It has been 
widely adopted for training abstractive summarization models, especially in the 
context of headline generation. Its scale makes it suitable for deep learning-based 
models, including LSTM and Transformer variants. 
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• NEWSROOM: Featuring more than 1.3 million articles, this corpus integrates both 
extractive and abstractive summarization techniques. Developed to reflect real-world 
editorial strategies, it provides high-quality summaries drawn from a variety of 
publishers and editorial styles, making it suitable for fine-tuning neural models. 

• CAST Dataset: Designed to assist with sentence-level decisions, the CAST corpus 
labels individual sentences as essential or non-essential. This binary classification 
structure aids in developing sophisticated sentence selection and compression 
algorithms, which are particularly useful in hybrid summarization models. 

• CNN/Daily Mail: One of the most widely used datasets in recent years, this 
collection of news stories and bullet-point summaries has become a standard 
benchmark for abstractive summarization tasks. It supports both supervised training 
and evaluation and has been instrumental in training models like PEGASUS and 
BART. 

• XSum (Extreme Summarization): A  recent addition to the field, XSum provides 
one-sentence summaries for BBC articles, challenging models to generate highly 
concise yet informative outputs. It has been used extensively for evaluating LLMs and 
their performance in generating abstract, focused summaries. 

• MultiLing and WikiLingua: These multilingual datasets support cross-lingual 
summarization tasks, reflecting the growing interest in globalized content processing. 
They are used to evaluate the summarization capabilities of models in languages 
beyond English. 

• Social media & Domain-Specific Datasets: Text data from platforms such as 
Twitter (tweets), Reddit (threads) and specialized domains like biomedical (PubMed, 
arXiv) and legal texts are increasingly being incorporated into summarization research. 
These datasets enable fine-tuning of models for domain-specific summarization, 
offering more precise and relevant outputs. 

• As illustrated in Figure 6, datasets vary significantly depending on the source, 
structure, and intended summarization strategy—whether generic, query-based, 
extractive, abstractive, or hybrid. The current trend also emphasizes the use of 
synthetic dataset generation using LLMs and data augmentation strategies to 
overcome limitations in labeled data availability. 

• 3: What are the key issues and challenges associated with text summarization? 
Text summarization faces numerous research challenges and practical implementation 
hurdles. One of the major difficulties arises in multi-document summarization, where 
issues such as data repetition, improper sentence sequencing, and grammatical 
inconsistencies can hinder the creation of a coherent and high-quality summary. 

 
Figure 6. Datasets used over the years. 

Additionally, the perceived quality of a summary often varies depending on the system or 
the individual evaluating it. Different users may prioritize different sets of sentences, leading 
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to subjective variations in what is considered essential information. Another frequent concern 
is the inclusion of irrelevant content, which undermines the core objective of summarization, 
to extract relevant and meaningful information. 

Moreover, achieving full topic coverage is another challenge; summarizing all aspects 
of a document can introduce unnecessary repetition, while selective summarization may result 
in the omission of key points. The generation of effective summaries also heavily depends on 
identifying and utilizing high-quality keywords that accurately represent the main ideas. In 
recent years, the rise of transformer-based models like BERT, T5, and GPT has significantly 
improved the performance of text summarization systems. These models can understand 
contextual relationships better and generate more coherent summaries. However, they bring 
new challenges, such as the need for large computational resources, risks of generating 
hallucinated content (i.e., text that appears plausible but is factually incorrect), and difficulties 
in maintaining factual consistency.  

Furthermore, despite these advancements, achieving domain-specific summarization 
such as in legal, medical, or financial texts, remains complex due to the specialized 
terminology and context required. Another emerging issue is the ethical aspect of 
summarization, especially in news or opinion summarization, where bias and misinformation 
can easily be amplified. Ensuring fairness, neutrality, and explaining ability in AI-generated 
summaries is now a growing area of concern. As real-time summarization becomes more 
common in applications like live feeds, social media, and customer service chats, latency and 
responsiveness also become critical factors, pushing the need for lightweight, efficient 
summarization models suitable for deployment on edge devices. Overall, while the field 
continues to evolve rapidly, researchers and developers must address both longstanding 
challenges and emerging issues to make text summarization more reliable, ethical, and 
practical across diverse real-world scenarios. 

4: How can deep learning models be applied to text summarization? 
Text summarization is typically accomplished through natural language processing 

(NLP) techniques, often relying on algorithms such as the PageRank algorithm. While these 
methods achieve the basic goals of summarization, they are limited in their ability to create 
new sentences or restructured paragraphs that do not already exist in the source text, unlike 
human-written summaries. Additionally, such approaches may result in grammatical 
inaccuracies. The use of deep learning has significantly enhanced the effectiveness and speed 
of summarization models. Deep learning models can generate comprehensive summaries that 
are both coherent and grammatically correct. When combined with fuzzy logic, the 
performance and precision of these models are further improved. During the training phase, 
the model learns to generate summaries based on input documents using deep learning 
techniques integrated with a fuzzy logic classifier. 

The training phase in modern text summarization systems leverages advanced deep 
learning architectures, particularly transformer-based models like BERT, T5, and GPT to 
produce high-quality summaries. These systems are trained on large-scale datasets using 
supervised and reinforcement learning approaches. Recent developments also incorporate 
contextual embeddings, fine-tuning with transfer learning, and hybrid techniques involving 
fuzzy logic and attention mechanisms to enhance summary relevance and grammatical 
accuracy. The features used during training are extracted from various document 
characteristics and are crucial for improving model performance. As of 2025, these features 
include traditional linguistic indicators as well as semantic and contextual signals derived from 
pretrained language models. 
Comparison of existing solutions: 

This section highlights various techniques and algorithms employed by researchers to 
train models for generating summaries of lengthy articles. A comparative overview of these 
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methods, based on specific datasets and scholarly works reviewed over the years, is provided 
in Table 4. 

Table 3. Training features 

Token Importance 
Scoring 

Assigning significance weights to words 
and sentences using attention maps 

Title-Content 
semantic Alignment 

Evaluating how well the content aligns 
with the title using embeddings 

Sentence Embedding 
Similarity 

Measuring similarity to the centroid using 
contextual sentence embeddings 

Entity and Numeral 
Density 

Counting named entities and numerical 
values to gauge importance 

POS Tag Distribution Analyzing part-of-speech patterns for 
syntactic relevance 

Redundancy and 
similarity Clustering 

Identifying repetitive or semantically 
similar points for filtering 

Table 4. Comparison of techniques over years. 

Years  Methods Dataset Evaluations  

2016 Human Learning 
Optimization 
Algorithm 

Text documents Aimed to reduce sentence 
redundancy and highlight core ideas 
to produce concise summaries. 

2017 K-nearest algorithm Paragraph as input Found useful in fields like medical 
and legal summarization due to 
strong similarity detection. 

2017 Word vector 
embedding with 
neural networks 

CNN News Corpus 
with abstractive 
summaries 

Outperformed other models in 
ROUGE scores; captured semantic 
meaning better. 

2018 Query-based 
extractive 
summarization using 
TF-IDF & fuzzy logic 

DUC2007 corpus Produced precise summaries (around 
250 words) with improved matching 
to ROUGE benchmarks. 

2020 Extractive 
summarization in 
Urdu using deep 
learning 

Abstractive Urdu 
novel corpus 

Addressed growing demand for 
regional-language summarization; 
popular in Urdu-speaking audience. 

2021 Transformer-based 
Abstractive 
Summarization 
(BERTSUM, 
PEGASUS) 

CNN/Daily Mail, 
XSUM 

Models generated coherent, human-
like summaries with state-of-the-art 
ROUGE performance. 

2022 Reinforcement 
Learning-based 
Summarization with 
Reward Optimization 

Multi-News, Reddit 
TIFU 

Enhanced long-document 
summarization and factual 
consistency using policy gradient 
training. 

2023 Multilingual 
Summarization with 
mT5 

WikiLingua, 
MLSum 

Enabled accurate summarization 
across 10+ languages; reduced 
dependency on English-only data. 

2024 Zero-shot 
Summarization using 
GPT-4 and 

Diverse web articles 
(no fine-tuning) 

Generated high-quality summaries 
with zero-shot capabilities and 
instruction-based prompting. 
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Instruction Tuning 

2025 Hybrid Extractive-
Abstractive Pipeline 
with Knowledge 
Graph Integration 

Scientific and 
medical research 
datasets (PubMed, 
arXiv) 

Combines factual accuracy (from 
extractive) and fluency (from 
abstractive) using external graphs. 

Challenges and Conclusion: 
Text summarization continues to face various challenges and limitations, particularly 

when dealing with lengthy documents or multiple sources. One major issue is redundancy, 
where summaries often contain repetitive information that reduces clarity and conciseness. 
Minimizing redundancy by analyzing the similarity between elements in the original text can 
significantly improve summary quality. Another common problem is the inclusion of 
irrelevant content, which undermines the goal of summarization, to deliver meaningful and 
concise overviews. Including too many features from the original text may lead to off-topic 
or unnecessary information, so selecting the most relevant aspects is crucial. Additionally, 
achieving comprehensive topic coverage is difficult, especially in multi-document 
summarization. While trying to cover all topics, summaries may become cluttered with 
redundant or irrelevant details. General-purpose summaries aim for broader coverage, but 
this does not always guarantee better quality, whereas query-based summarization is more 
selective and focused. Recent summarization systems often struggle with balancing coverage 
and conciseness, particularly when dealing with diverse topics. A good summary should 
maintain coherence, logical flow, and readability to ensure the content is easy to understand. 
This systematic literature review (SLR) presented a range of summarization methods, 
including extractive, abstractive, and hybrid approaches, tailored to different application 
needs. The study analyzed 24 peer-reviewed articles using structured criteria and proposed a 
simplified framework for generating summaries without requiring domain-specific 
knowledge. With the explosive growth of digital content, summarization plays a vital role in 
saving users’ time and improving access to key information. Although many algorithms and 
techniques have been developed, the generated summaries are not always perfectly accurate 
or contextually aligned with the source material. Existing models still face issues with 
consistency, coverage and relevance. As summarization remains an evolving field, continued 
research is essential, and future advancements are expected to lead to more refined, 
intelligent and domain-aware summarization systems. 
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