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Social media data holds immense potential for real-time disaster response. This study

NOISIAIQ

explores leveraging deep learning to automatically detect disaster-related information

across various social media platforms. By analyzing the performance of different models
in identifying relevant content, we aim to reduce information gathering delays and support
timely rescue efforts. Faster information gathering translates to quick deployment of rescue
teams, potentially saving lives and minimizing property damage. We evaluate these models on
a benchmark dataset and explore the potential of combining them for even greater accuracy.
Among the models, VGG16 achieved an accuracy of 81% in identifying disaster-related
content. Additionally, exploring different fusion techniques for combining these models
further improved accuracy to 83% with Hybrid Fusion. This research offers valuable insights
for future exploration of deep learning techniques in disaster management.
Keywords: CNN, Disasters, Fusion, Social media networks, SVM.
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Introduction:

Disasters such as earthquakes, wildfires, hurricanes, floods, and other disasters have
devastating consequences for human lives and property. When such tragedies strike, having
timely access to vital information is critical for conducting rescue operations. This stresses the
necessity of quick access, which makes it easier for the appropriate authorities to respond
when such events occur. Collecting accurate information in the aftermath of such disasters is
a difficult task. Humanitarian and news organizations often struggle to provide timely updates
due to limited access to the affected areas. As social media continues, its role as a key platform
for disseminating information has become increasingly evident. As a result, in such
emergencies, researchers are particularly interested in deducing facts from visual and textual
content posted on social media [1]. Much effort has been made to develop effective methods
and techniques for analyzing social media content for disaster detection. This demonstrates
the growing interest of researchers in this field. Performance analysis of several feature sets
retrieved by different deep learning models and their combination for disaster-related social
media photo classification is the subject of this research effort.

Any disaster requires timely action to avoid huge destruction and loss. Timely action
and access to relevant data in case of any disaster are important for the authorities to carry out
their activities and rescue operations [2]. Social media is increasingly showing its potential as a
tool that can save lives. Qualitative, quantitative, and behavioral research shows that social
media has proven to be helpful and of great service during disasters. Social media can be useful
for the authorities as well as the public to assess the situation and degree of disaster. Since
collecting such data is not an easy task, it is important to come up with efficient tools and
techniques to collect visual data. This research focuses on the issue of identifying disasters
using images from social media and inspecting them from two different angles. Firstly, it
assesses the effectiveness of various deep learning models in handling this specific task.
Secondly, it investigates the synergies between these diverse models to enhance the overall
system performance.

The research aims to propose efficient methods and techniques for disaster
management that can assist rescue authorities in obtaining timely information and responding
appropriately to evolving situations. Our goal is to utilize various machine learning and
computer vision techniques to create a system that collects updates about disasters during
emergencies and delivers timely information.

Literature Review:

In recent years, the growing use of social media has made it a leading platform for
rapidly and easily obtaining information. Various social media platforms have proven to be a
vital source of information transmission in various emergency circumstances. Researchers are
trying to develop tools that can figure out information from what people post on social media
during emergencies. The use of social media during disasters has garnered attention. Several
benchmark initiatives, such as the MediaEval Challenge, have emerged in this field. Numerous
strategies and approaches have been proposed in the literature for analyzing social media
content to support disaster detection and identification [1]. The information used for this
purpose includes text, photos, and videos. To address this issue, a range of feature extraction
and classification algorithms have been developed. The content posted on social media
platforms is usually in the form of text or visuals such as videos and photographs, depending
on the nature of the network. This study focuses on Twitter as a social medium for our
research. The study, however, can be applied to other social media sites such as Instagram,
Flickr, and Facebook, among others.

Images and videos from social media have been used for catastrophe research in the
same way as textual data. Visual content is usually associated with two types of information:
Visual features and Metadata about the visual content. Both pieces of knowledge have been
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frequently used, either separately or in combination. One study showed the combination of
textual data with visual characteristics of the images provided in the form of user tags for
Flickr photos [3]. This research utilizes two types of visual features: Low-level color
characteristics based on HSV and mid-level object features extracted through SPCPE [4]. The
word frequency is used to derive textual properties (word count). Another approach that can
be utilized is transfer learning. The system utilizes a pre-trained CNN model to extract visual
features along with metadata such as user tags, location, and date. The accuracy is enhanced
by 1.7 percent when the feature vectors of both characteristics are fused together. The goal of
this study is to determine the type of disaster by analyzing images on social media. We utilized
both types of features individually and in combination for evaluation purposes. To extract
visual features from the provided images, our approach leverages deep architectures, advanced
computational frameworks designed for high-level feature representation. An approach
proposed in [5] used a pre-trained CNN model on both the ImageNet and Places datasets [6].
Scene-level and item-specific information were extracted from the photos using the CNN
model.

The scores from each separate classifier are combined using the late fusion method,
and these features are used to train SVM classifiers. Authors [7] use three pre-trained models
for feature extraction and combine results with Induced Ordered Weighted Averaging
Operators. Author [8]. suggested a domain-specific approach to late fusion for merging
various visual features and metadata for disaster detection tasks. This research has combined
different strategies, such as late fusion, tuning, and ensemble learning, to address the specific
needs of the project. The job of detecting disaster occurrences from social media is viewed as
an ensemble learning and tuning problem, with supervised learners using visual features. A
Feedforward neural network is trained using textual features for retrieving disaster photos
based on metadata [9]. To enhance efficiency, the metadata is processed beforehand to
eliminate unneeded information like URLs and image names. Another study proposes the use
of a CNN model to extract visual features [10], combined with a Relational Network (RN) to
process metadata. The trials reveal that when CNN and RN are coupled for visual
characteristics and metadata, the greatest results are produced. Author [11], presented an image
analysis framework for analyzing social media photos during emergency circumstances by
integrating human experts and machine learning algorithms. The framework’s main goal is to
complete two tasks: collecting and filtering images from social media that are related to
emergencies and to extract useful information from social media content.

The AIDR system, which is freely accessible, is used for collecting images. These
images are later annotated by human annotators to provide relevant labels and context. A pre-
trained VGGNet-16 CNN model is employed to fine-tune the collected images for
classification purposes [12]. Any classification assignment necessitates the selection of
features. A study by author (2016) provides an in-depth comparison of two distinct types of
features, namely global and deep features, as well as alternative classification approaches for a
big dataset to address this difficulty. The dataset includes a significant number of photos
relating to various calamities.

A recent study [13] highlights a pressing challenge, the overwhelming surge of
information during disasters such as floods. The research utilizes machine learning techniques
to analyze large volumes of social media data, with a primary focus on tweets. By automatically
classifying flood-related tweets, the system enables emergency services to swiftly identify and
prioritize critical information.

Aims and Objectives:

The following are the goals of this research project:

1. To apply deep learning models to analyze images posted on social media to detect and
respond to disasters.
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2. To implement a fusion of deep learning models to assess images shared on social
media for disaster detection.

3. To investigate the application of several fusion approaches to recognize disaster-
related photographs from user-generated social media images.

Research Methodology:

Dataset Description: The dataset used for experiments in our research problem has been
taken from the Qatar Computing Research Institute (QCRI). The dataset contains a total of
18082 images of humanitarian disasters. For the first task, we divided the images into test and
training sets randomly. In this task, we extracted deep features through different pre-trained
CNN models, i.e., VGG16, ResNet50, and DenseNet121, and then we performed different
fusion techniques. The second task for the research problem was to divide the humanitarian
disaster images into different categories of disasters. We labeled each humanitarian disaster
with numeric labels to help us identify the type of disaster at a specific place. Thus, the system
not only analyzed the image dataset but also identified the disaster type from the images by
using different techniques and algorithms.

Convolutional Neural Networks:

Figure 1. CNN Layers Visualization Source [14]

Feed-forward neural networks, such as Convolutional Neural Networks (CNNs), are
widely used in the field of artificial intelligence, particularly renowned for their effectiveness
in image recognition tasks. A CNN treats the input as a multidimensional array. A standard
architecture contains an input layer, multiple hidden layers, and an output layer, with the
hidden layers typically formed by consecutive convolutional layers. CNNs perform effectively
when a large amount of labeled data is available. In Convolutional Neural Networks (CNNs),
the receptive field refers to the specific region of the input image that a neuron is sensitive to.
It determines how much spatial context a neuron “sees”. Global features are captured by larger
receptive fields, while smaller receptive fields help capture fine details. During training, weights
of the convolutional filters are learned through backpropagation, enabling the model to
identify and emphasize important patterns within each receptive field. Recent updates about
CNN [15] include the discovery of extraordinary capabilities in sequential data analysis, like
natural language processing. These are built on the assumption that the network’s input is an
image. This assumption allows the network to incorporate specific attributes to improve feed-
forward computation efficiency by reducing network parameters.

CNN Architecture:
Figure 1 shows two types of networks. On the top is a conventional neural network,
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while at the bottom is a Convolutional Neural Network (CNN). In a traditional neural
network, the input is received as a single vector and then transformed through multiple hidden
layers according to the model’s architecture [16]. There is a specific number of neurons in each
hidden layer that connect to all neurons in the last layer. One layer of neurons, in contrast,
acts fully on their own, and there is no communication of information between any of them.
The "output layer" is the final layer of the network and, in classification tasks, represents the
scores for each class. As expected, this architecture does not scale efficiently when dealing
with large images. In a standard neural network, a single neuron in the first layer would require
approximately 3,072 weights to process an image with a resolution of 32x32x3. For example,
a 200x200x3 image will result in a network with 120,000 weighted neurons.

The presence of many neurons results in a network with many parameters. As a result,
a completely connected design is inefficient and frequently leads to overfitting. The
arrangement of neurons in three dimensions becomes visible when viewing one of the network
layers. In this example, the red layer is considered as the input image, the dimensions of the
image show its width and height, while depth is set to 3 in this very example (RGB Image). In
summary, a CNN is composed of multiple layers [17], each applying a specific function to
transform a 3D input into a 3D output. These transformations may or may not involve
learnable parameters.
Layers Of CNN:

Every CNN is made up of a series of layers [18], each of which is responsible for
converting a three-dimensional input into a three-dimensional output volume using a
differentiable function. In CNN, there are three sorts of layers.

. Input layer.

. Convolution layer.

. RELU layer.

. Pooling layer.

. Fully connected layer.

Input layer: Within a CNN architecture, the input layer encompasses all the CNN’s data. This
layer typically symbolizes the pixel array of an image in a neural network for image processing.
Convolution layer: A convolutional neural network relies on the convolution process, which
is made possible by the convolution layer. The convolutional layer’s parameters consist of
small learnable filters (kernels) that cover the entire depth of the input volume. The most
common filter sizes are 3x3, 5x5, and 7x7. The number of channels in the input is the third
dimension of the filter. The color image has three (RGB) color channels, and the grayscale
image depth is one. During forward propagation, each filter convolves with the input volume
across width and height, calculating dot products at each position. Next, a nonlinear activation
function such as sigmoid, tanh, or ReL.U is applied, and the resulting outputs are known as
feature maps. The feature map (sometimes called an activation map) displays the filter’s
responses at each spatial location. To produce the output volume, the activation maps are
stacked along the depth dimension. The size and structure of this output volume are
influenced by three key hyperparameters: depth, stride, and padding.

The output volume’s depth corresponds to the number of filters used in the
convolution. Each filter learns different features from the input, like edges, blobs, and colors.
The stride indicates how many steps the filter moves over the input. When the stride value is
set to 1, the filter moves one pixel at a time. When we use a stride of 2, the filters move 2
pixels at a time, reducing production volume in terms of space. Padding allows you to regulate
the size of the output. When convolution is applied to an input, the output size is reduced,
resulting in information loss. We pad the input volume with zeros at the border to avoid this.
Valid convolution and the same convolution are two popular options. In the case of the same
convolution, the output size remains the same as the input size, while in a valid convolution,
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there is no padding. The output size is determined as

n+2p-1)/s+1
Where n denotes the number of filters, p the padding, f the filter size, and s the stride length.
The RELU layer: The RELU layers use an element-by-element activation function to keep
the volume [32x32x12] constant. For instance, max (0, x) sets the input to zero.
Pooling layer: After convolution layers, CNNs frequently use the pooling layer technique to
reduce the dimension, which is also known as subsampling or down-sampling. When
designing ConvNet, it is typical to include a Pooling layer after successive Convolution layers.
The Pooling layet’s primary objective is to gradually decrease the spatial dimension of the
representation, which reduces the number of parameters and computations required in the
network and helps prevent overfitting. This layer uses the MAX operation to resize the input’s
spatial dimensions independently for each depth section. One common version involves using
a pooling layer with 2x2 filters and a stride of 2. This down samples each layer in the input by
2 along both width and height, removing 75 percent of the activations. As a result, each MAX
operation takes a maximum of four values within a 2x2 region of a given layer.
Fully connected layer: A fully connected layer is a type of neural network that consists of a
series of interconnected layers. Each layer is fully linked, meaning that every neuron in one
layer is connected to every neuron in the next. Fully connected (FC) layers are usually
positioned at the end of CNN architecture and are used to optimize specific objectives, such
as class scores, when such targets are available. By removing the last layer of a CNN model, it
can be repurposed as a feature extractor.

Our proposed approach comprises three main steps: feature extraction, classification,
and fusion. In the first stage, different pre-trained deep learning models are utilized to extract
features from the image dataset. These models help capture important visual representations,
which serve as the foundation for the subsequent classification and fusion processes. Once
these features were extracted, the next step was to train a classifier to classify the user-
generated photos using these features. Support Vector Machine (SVM) was selected as the
classification method for this study due to its ability to effectively handle non-linear data
through the use of various kernel functions. Several types of fusion approaches were also
employed to boost classification accuracy. Different classification scores or feature descriptors
were integrated into the fusion procedure, resulting in improved final classification accuracy.
The following subsections provide a detailed explanation of the methods used for extracting
features, classifying the data, and combining model outputs.

Feature Extraction:

In image classification tasks like disaster image identification, feature extraction plays
a critical role. It refers to the process of transforming raw image data into a more compact and
informative representation that captures the essential characteristics relevant to the
classification task. [19]

In this study, we utilized pre-trained neural networks for extraction by taking advantage of
their ability to capture complex visual patterns from large-scale datasets.

Pre-trained Models: We utilized pre-trained Convolutional Neural Networks (CNNs) as
feature extractors. CNNs are a powerful class of deep learning models specifically designed
for image recognition. These models are trained on massive datasets like ImageNet, which
contain millions of labeled images across diverse categories.

Transfer Learning: Instead of training a CNN from scratch on your specific disaster image
dataset (which can be resource-intensive), we employed the concept of transfer learning. This
technique leverages the knowledge already learned by a pre-trained CNN on generic image
features like edges, textures, and shapes. These pre-trained models act as feature extractors,
and we can then utilize the learned features for our specific disaster classification task.
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Figure 2. Flowchart diagram of the Methodology
Feature Maps: During the forward pass of a pre-trained CNN, the network processes the
input image through multiple convolutional layers. Each convolutional layer generates a
feature map, which essentially represents the image's activation at different levels of
abstraction. The earlier layers capture low-level features like edges and textures, while later
layers learn more complex and class-specific features.
Choosing Feature Layers: Based on the complexity of the disaster classification task, feature
maps can be selected from specific layers within the pre-trained CNN to best capture the
relevant information. For example, for broad disaster categories like floods or earthquakes,
earlier layers capturing general image properties might suffice. For more granular classification
(e.g., differentiating between types of floods), features from deeper layers that encode more
specific object details might be necessary.
Classification:

After extracting the features, the next step was to classify the obtained data. Among
the various classifiers considered, we selected the Support Vector Machine (SVM) due to its
proven superior classification performance, as highlighted in recent studies. Several recent
studies show that support vector machines (SVMs) generally outperform other data
classification algorithms in terms of accuracy. Once the pre-trained models have been used to
retrieve the features, the data is classified using these features. In this study, Support Vector
Machines (SVMs) were chosen due to their capability to model both linear and nonlinear data
effectively. The following section offers a more detailed overview of SVM and its application
in our approach.

Support Vector Machine (SVM):

Support vector machines are based on supervised learning used for regression and
classification analysis. For classification, SVM forms several hyperplanes in high-dimensional
feature space between two classes to classify them. When data is linearly separable, SVM
constructs a set of hyperplanes, but the hyperplane with maximum margin is chosen.
Maximum margin gives better performance while classifying data. When data is not separable
linearly, kernel tricks or kernel functions are used. Kernel functions transform data from a
low-dimensional feature space into a high-dimensional one, allowing previously non-linearly
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separable data to become linearly separable. There are many kernel functions, and the function
used in this research was linear.

Support-vector machines (SVMs) are machine-learning models within the domain of
supervised learning. These models utilize learning algorithms to evaluate data for tasks
involving classification and regression analysis. While SVMs can be employed for both
classification and regression, they are mainly applied to address classification challenges [20].
In Support Vector Machines (SVM), data points are represented in an n-dimensional space,
where # corresponds to the number of features. Fach feature value determines a specific
coordinate in this space, allowing the algorithm to plot and separate the data effectively. The
value of each feature is mapped to a specific coordinate in the SVM algorithm. This study aims
to determine a hyperplane that effectively differentiates the two classes in the data through
classification. The support vectors are the vectors that are employed to characterize the
hyperplane. The primary objective of this research work is to execute different fusion methods
of features/ classification score and then evaluate all of them based on the results.

Fusion:

This research aims to utilize various fusion techniques (combining features and
classification scores) and assess their effectiveness based on the outcomes. It can occur either
before classification at the feature level or after sorting at the classification score level. Fusion
can play a good role in improving the accuracy of the model. In this study, we performed five
different fusion techniques. The details of these different techniques are given in the following
subsections:

Early Fusion: In the Early Fusion Method, [21] all the local features were extracted and were
then combined (points, edges, or objects) to form one large feature vector set to use for
classification [22]. Early Fusion was performed by extracting features from each category (in
our case we have 8 categories/modalities) and combining them into a single vector set such
that, If the feature vector extracted from model 1 is z1 and from model 2 is z2, then the
concatenated feature vector is Z= [z1, z2]. Feature fusion and kernel space fusion are the two
most used Early Fusion techniques. We used feature fusion for classification in our research
project. [23] The key benefit of this technique is that it requires only one learning phase, but
it can be difficult to combine all the features into a single common representation.

Late Fusion: Late Fusion combines prediction scores from multiple classifiers, each trained
with distinct features or models, to enhance recognition accuracy [24]. In this research work,
we targeted three types of score-level fusions given in the upcoming sections.

Late Fusion with Equal Weights: Late fusion is a method where the probabilities from
different classifiers trained on different models are combined by concatenating them. For
example, if z1 is the probability of a specific class from classifier 1 and z2 is the probability
from classifier 2, the probability of the class after late fusion would be z1+22. While late fusion
is simpler than early fusion, it requires more computational effort.

Results And Discussion:

The experiments conducted and the evaluation of the resulting outcomes are discussed
in the following section.

Our research work was primarily divided into two main parts. Firstly, itfocused on the
classification of humanitarian images and the analysis of the results obtained from this process.
Secondly, the images classified during the initial phase, which were further categorized into
different types of humanitarian disasters, allowing for a more detailed understanding and
assessment of the visual data.

Experimental Setup:

In this study, we analyzed the performance of feature descriptors obtained from three
pre-trained CNN models individually. We also combined feature descriptors and classification
scores of the classifier using different fusion techniques.
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We carried out a few experiments to test the performance of different feature
representations and fusion methods. First, we used three different pre-trained CNN models
to extract features and see how good the feature descriptors are. Then, we combined these
features using early fusion at the feature level to find out if merging them helps improve results.
Lastly, we applied score-level fusion on the same feature descriptors to compare it with early
fusion. These steps helped us understand which method works better for our task.
Experimental Results of Humanitarian Tasks:

The outcomes of the experiments covered in this research are presented as follows:We
evaluated the performance of individual CNN models on humanitarian tasks and presented
the outcomes of various fusion techniques used to enhance classification accuracy.
Performance Analysis of Individual CNN Models: The results of evaluating the
performance of descriptors derived from the three CNN models are shown in Figure 3. As
mentioned earlier, we used CNN models trained on ImageNet datasets to extract deep
features. These models are trained to recognize objects within images.

Our initial experiments using three CNN models; VGG16, ResNet50, and
DenseNet121 achieved accuracies of 70%, 69%, and 69%, respectively. The influence of these
features on overall performance is demonstrated by the results shown in Figure 3.

Individual CNN Models Accuracy

Accuracy (%)
o ~ o~ ~ NN
« [=] N - (=1 o«

@
=

2

Vegglb ResNet50 DenseNet121
CNN Models

Figure 3. Results of Humanitarian Task
Performance Analysis of Different Fusion Techniques:

After evaluating the performance of individual CNN models, we experimented with
different fusion methods on the dataset: early fusion, late fusion, and hybrid fusion. These
fusion techniques proved to be beneficial, as they significantly improved the accuracy achieved
compared to the previous experiment. Eatly fusion yielded an accuracy of 75%, late fusion
reached 79%, and hybrid fusion achieved the highest accuracy of 80%. The outcomes of using
several fusion techniques are presented in Figure 4.

Different Fusion Techniques Accuracy

Accuracy (%)
<
IN]

66

64
Early Fusion Late Fusion Hybrid Fusion

Fusion Techniques

Figure 4. Accuracy for different fusion techniques
Performance Analysis of Individual CNN Models After Removing Imbalanced
Classes: During our experiments, we observed potential class imbalances in the data. Class
imbalance occurs when the distribution of classes (categories) within a dataset is uneven, with
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some classes having significantly fewer examples than others. To address this issue, we
removed data points to create a more balanced dataset and repeated the experiment. This
approach proved helpful, as the results improved: VGG16 achieved an accuracy of 81%,
ResNet50 reached 71%, and DenseNet121 obtained an accuracy of 75%. The minimal f1-
score for class 0, class 2, and class 3 is presented in Table 1, emphasizing the data imbalance
issue. Additionally, Figure 5 illustrates the accuracy achieved when various classes were
excluded from the dataset.
Table 1. Confusion Matrix

Precision | Recall | Fl-score | Support
0.0 0.73 0.39 0.51 175
1.0 0.86 0.98 0.92 1058
2.0 1.00 0.15 0.25 62
3.0 0.00 0.00 0.00 5
4.0 0.76 0.95 0.85 2641
5.0 0.88 0.53 0.66 757
6.0 0.81 0.47 0.60 711
7.0 0.84 0.43 0.56 87
Accuracy 0.80 5496
Macro Avg 0.74 0.49 0.54 5496
Weighted Avg 0.81 0.80 0.78 5496

Individual CNN Models Accuracy

Accuracy (%)
~
B

Vegl6 ResNet50 DenseNet121
CNN Models

Figure 5. Accuracy obtained from removing different classes.

Performance Analysis of Individual CNN Models After Data Augmentation: To further
improve accuracy, we employed data augmentation. This technique involves generating new
data from existing data, essentially expanding the training dataset. The more data, the better
the accuracy, and data augmentation helps us achieve this. Consequently, a larger and more
diverse training dataset led to improved overall average model performance. The final
accuracies achieved after data augmentation are presented in Figure 5: VGG16 reached 75%,
ResNet50 reached 75%, and DenseNet121 reached 70%
Figure 6 presents the accuracy obtained following the application of data augmentation
techniques.
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Individual CNN Models Accuracy
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Figure 6. Accuracy obtained from Data Augmentation
Performance Analysis of Different Fusion Techniques After Data Augmentation: We
evaluated several fusion techniques and found that, following data augmentation, the Hybrid
approach demonstrated outstanding accuracy in this experiment. Figure 7 displays the
accuracy graph for the various fusion techniques evaluated in this study.

Different Fusion Techniques Accuracy

85
84
83
82
81
80
79
78
77
76
75

Accuracy (%)

Early Fusion Late Fusion Hybrid Fusion

Fusion Techniques

Figure 7. Accuracy obtained from different fusion techniques after Data Augmentation

This highlights the effectiveness of combining data augmentation and fusion
techniques in enhancing the overall performance of the model.

Discussion:

The results of our experiments show a consistent improvement in disaster image
classification using fusion techniques and data augmentation. Our initial experiments using
three pre-trained CNN models, VGG16, ResNet50, and DenseNet121, each achieved
approximately 70% accuracy. With the application of fusion methods, performance improved
significantly, with hybrid fusion achieving the highest accuracy of 80%, outperforming early
(75%) and late fusion (79%). Data augmentation further improved model performance, with
VGG16 and ResNet50 reaching 75% accuracy post-augmentation. Even after augmentation,
hybrid fusion continued to yield the best results.

When comparing our findings to those of author [1] and the study by author [3], which
demonstrated improved retrieval performance using feature fusion, our results align well with
the conclusion that combining multiple feature types leads to better performance. More
specifically, our results closely resemble those reported in the paper [25] “Analysis of Social
Media Data Using Multimodal Deep 1 earning for Disaster Response” (arXiv:2004.11838). That study
used multimodal deep learning to combine textual and visual features from social media posts
related to disasters. Their best performance in informativeness classification was an F1-score
of 84.2% using combined (text + image) input, while the best result for humanitarian-category
classification was an F1-score of 78.3%. Although our work focuses exclusively on image data,
we similarly observed significant improvements when combining features from multiple CNN
models. In contrast to the multimodal approach of using both text and images in the
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referenced study, we demonstrate that even within the visual modality alone, meaningful gains
can be achieved through model-level feature fusion. Moreover, their use of a single CNN
(VGG106) for visual feature extraction is expanded in our approach by leveraging multiple
CNN architectures, leading to more diverse and complementary features.

In summary, while existing studies emphasize the value of combining multiple data
modalities (e.g., text and image), our findings reinforce the effectiveness of intra-modal fusion
(within image data) using multiple CNN architectures. Both approaches highlight that fusion,
whether across models or data types, is a key strategy for improving classification accuracy in
disaster-related tasks.

Conclusion:

During disasters, multimedia content on social media sites delivers vital
information. During a crisis or an emergency, information available on social media can
help with a variety of humanitarian tasks. Reports of injured or deceased people,
infrastructure damage, and missing or found people are among the types of information
shared. Although several studies have demonstrated the utility of both text and visual
information for disaster response, our research has primarily focused on visual
information. Our experiments confirmed that the method of data augmentation showed
improvements in the results. Our aim in developing those pipelines was to assess different
models for better performance. Our experimentation with data augmentation improved
the results. Our work on improving the accuracy of actual datasets, trained through
different CNN models, revolved around the idea of introducing additional data to the
model through data augmentation. We can conclude that additional data improved our
results.

Future Work:

Our research opens doors to further exploration in a few key areas:

Datasets for Specific Severity Levels: While existing research primarily focuses on datasets
with generic disaster classifications, there's a gap in exploring datasets labeled for mild and
severe disasters. This area presents a valuable opportunity for future work. Developing and
utilizing such data sets could enable the creation of models that predict the severity of a disaster
based on social media images. This information would be crucial for prioritizing humanitarian
assistance, allowing aid teams to rapidly deploy resources to areas experiencing the most
critical situations.

Text Data Integration: Our current study primarily focused on visual features extracted from
social media images. However, social media posts often include text data alongside the images,
potentially containing valuable details about the disaster. Future research could investigate
incorporating text data alongside visual features in the classification process. Analyzing both
elements together could potentially improve the accuracy and richness of the information
extracted from social media posts.

Global Image Features: In addition to deep learning features, exploring global image
features like color distribution, texture analysis, and the presence of specific objects could also
enhance the classification of disaster severity in social media images. Investigating these
features alongside deep learning techniques presents another avenue for future exploration.
By delving into these areas, we can further refine models to provide more specific information
regarding the location and severity of disasters. This, in turn, would empower humanitarian
teams to target their assistance more effectively and deliver crucial aid to those in dire need
more rapidly.
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