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D ] ental health disorders are a significant global concern, with increasing prevalence on

NOISIAI

social media platforms where individuals often share their experiences and

emotions. This research presents a novel approach for classifying mental health
disorders, specifically depression, anxiety, borderline personality disorder (BPD), and post-
traumatic stress disorder (PTSD), using social media text. We propose a hybrid architecture
that combines domain-specific transformer models, such as PsychBERT and MetaBERT, with
Convolutional Neural Networks (CNNs) to enhance the model’s ability to understand mental
health-related language and metaphorical expressions. The transformer models, pretrained on
mental health and symbolic data, generate embeddings that capture the unique linguistic
features in social media posts. These embeddings are processed through cascaded CNN layers
to extract deep features, which are then concatenated and classified into mental illness
categories. The model was evaluated using a balanced dataset comprising 40,000 social media
posts, achieving an overall accuracy of 96% and an Fl-score of 0.96. The proposed model
outperforms existing state-of-the-art methods, including fine-tuned BERT and RoBERTa
models, demonstrating superior performance in accurately classifying mental health disorders.
The results highlight the effectiveness of leveraging domain-specific language models and
CNN s for enhanced classification of mental health conditions in social media text. This study
underscores the potential of advanced deep learning techniques in addressing mental health
issues and facilitating eatly detection in real-world applications.
Keywords: Hybrid Transformer, CNN, Mental Health, Social Media, Depression, Anxiety,
PTSD, BPD, PsychBERT, MetaBERT, NLP, Text Classification
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Introduction:

The problem of mental health issues, including depression, anxiety, and post-traumatic
stress disorder (PTSD), has become one of the crucial health concerns in the world, as millions
of people are struggling with these problems nowadays. The World Health Organization
(WHO) estimates that about 1 in every four people in the world, at some point, will have a
mental disorder, with the most common being anxiety and depression [1]. Combined with
COVID-19, these conditions are significantly exacerbated by the pandemic and its associated
challenges, including social isolation, economic issues, and health problems [2]. Mental health
conditions not only impact the well-being of individuals but also affect society and the
economy with high medical expenses, productivity, lifestyle, and social stigma [3]. Social media
has become a vital platform where people share their feelings, tell personal stories, and ask
others for help. Social media, including Twitter, Facebook, Reddit, and Instagram, are also the
platforms through which people talk about their issues with mental health, so to find out the
mood of people and what disorders they will have in the future, social media is a tremendous
asset to rely on. The use of social media provides a vast scope of unstructured textual
information that can offer invaluable insights into a person's psychological condition when
interpreted using the right data representation [4][5]. The fact that many conversations of this
nature about mental health occur on these websites is a special chance to employ automated

solutions in the early diagnosis of mental-related disorders [6].
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Figure 1. Global mental health burden and social media's role in early detection.

Figure 1 shows that most mental conditions, such as depression, anxiety, and PTSD,
affect one in every four people globally, which is further exacerbated by the COVID-19
pandemic. Social media is also playing a vital role in predicting early warnings, as it provides
real-time information on the mood of users. However, the use of automated detection
solutions presents significant impediments to the automatic interpretation of metaphorical and
non-literal language currently deployed within virtual discourses.

Over the past few years, the application of natural language processing (NLP) and
machine learning to social media text analysis has enabled the prediction of mental illness.
Nevertheless, despite the significant progress made, there are still issues involving high levels
of accuracy and context comprehension, especially when it comes to metaphors and figures
of speech, which are commonly used when discussing mental health. BERT and RoBERTa
are generic models that have demonstrated promising results in many NLP tasks. Still, they
are generally known to perform poorly when dealing with the domain-specific complexities of
topics in mental health discourse [7][8]. Hence, there is a need for specialized models that can
more easily comprehend the language of mental health and increase the accuracy of
predictions. One of the problems associated with classifying mental health disorders based on
social media text is the fact that social media text tends to use metaphorical words, which
cannot be easily understood using the existing models [9][10]. The majority of models
proposed in NLP, such as BERT, are trained to take into account general data and do not
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detect the subtle use of words that characterize speech in mental health [11][12]. Moreover, it
is also a challenge to identify disorders like depression, anxiety, BPD, and PTSD using
multiclass classification because it contains overlapping symptoms and requires contextual
emotional interpretation [13][14].

Literature Review:

Mental Illness Prediction in Social Media:

The issue of mental health disorders is widespread in the contemporary world, and the
number of users of social media networks attempting to find help and share their stories
regarding mental health is relatively large [15][12]. Studies in predictive mental health, based
on data obtained through social media usage, are on the rise due to the sheer volume of user-
generated information and content that can provide valuable insights into emotional and
psychological aspects. Some of the earlier research studies showed that social media posts, in
the form of Twitter and Facebook, can be used as powerful predictors of poor mental health
outcomes, including depression, anxiety, and stress [16]. Social media data offers a convenient
and non-intrusive method for determining mental health through the analysis of linguistic
features, sentiment, and emotional tone. Several studies have been devoted to predicting
certain mental health conditions, e.g., depression and anxiety, based on the data in social
media. Indicatively, an article applied linguistic characteristics of Twitter posts to determine
depression, where it was found that the occurrence of negative terms was significantly
associated with depressive symptoms [17]. Some other cases have focused on anxiety, attempts
based on analyzing fear-related language or stress-related language included in the posts of
users, displaying evidence that language involving worry and panic can efficiently be identified
with the help of machine learning algorithms [18]. Social media data are also used to predict
PTSD, namely, to detect text indicators of trauma, flashbacks, and emotional suffering in
online texts [19]. These pieces demonstrate how social media can be utilized to provide real-
time and scalable data for measuring mental health. Nevertheless, mental health disorders on
social media are not distinguishable, so there are problems connected with the classification.
Another major obstacle is that metaphors, conversational wordings, and words based on
context are frequent in social media mental illness chats. All these difficulties lead to the
inaccuracy of traditional machine learning models to detect the presence of mental health
conditions, and thus, new, more elaborate models should be used to enhance the diagnosis of
mental health conditions [20].

Machine Learning and Deep Learning for Text Classification:

The widely used ML in the study of mental illness prediction on social media data.
Classification of mental conditions has been done using traditional approaches, including
decision trees, support vector machines (SVMs), and logistic regression. They are commonly
based on the manual extraction of features, such as sentiment analysis, keyword frequency,
and syntactic patterns, to determine whether there is any language indicating the presence of
a mental illness in the text. For example, the aggregate frequency of words in posts and the
emotional tone of posts were utilized to classify depression in social media posts using decision
tree classifiers [21]. Although beneficial, the traditional machine learning models have
weaknesses in that they fail to capture nonlinear relationships in the data. They also have
problems explaining the sequential and context system of language, which becomes very
important when examining a text. To address these limitations, deep learning networks,
particularly Recurrent Neural Networks (RNNs) and Long Short-Term Memory (LSTM)
networks, have gained popularity in mental health prediction tasks. RNNs and LSTMs can
learn from sequential data and long-range dependencies, which helps analyze how thoughts
and emotions evolve and progress over time, particularly in the context of social media posts

22].
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Besides RNN and LSTM, Convolutional Neural Networks (CNNs) have also found
applications in text classification. CNNs have proven very useful in spotting local patterns in
text and remain quite promising in the problem of mental health prediction, particularly in
predictions based on small series of words, such as hashtags or sentence fragments. Traditional
machine learning models are known to perform less effectively than CNN-based models in
sentiment classification and depression detection, as they are only able to capture superficial
features of text data [23]. In the improvement of transformer models, stronger approaches to
deep learning in text classification have emerged. BERT (Bidirectional Encoder
Representations from Transformers) and its variants, such as RoBERT4, have transformed
the field of natural language processing (NLP) with their application to mood analysis, named
entity recognition, and mental health condition classification, among others. The bi-directional
context-capturing and pre-training of massive text data have rendered BERT as one of the
most popular models used to predict mental health based on the text data obtained on social
media [24]. Nevertheless, BERT and RoBERTa may require additional fine-tuning on domain-
specific data to achieve optimal results in mental health prediction, as they are pre-trained on

general-purpose text.
Table 1. Review of Existing Literature on the Prediction of Mental Illnesses

Study/Author Mental Health Methodology Key Findings/Results
Disorder(s)
Lee et al. (2022) | PTSD, Depression, | Multi-task learning with BERT-based models
Anxiety BERT for detecting improve classification for
multiple mental health multiple disorders
conditions simultaneously.
Zhang & Wu Anxiety, Using deep learning for Deep learning models
(2023) Depression cross-platform social significantly enhance the
media text classification detection of anxiety and
depression from diverse
social media platforms.
Wang et al. PTSD, BPD, Hybrid CNN-LSTM CNN-LSTM hybrid
(2024) Depression architecture for multi-class | architecture outperforms
mental illness detection traditional models in
multi-class classification
of mental health disorders.
Luo et al. (2024) | Depression, Transformer models Attention-enhanced
Bipolar Disorder, combined with attention | transformer models
Anxiety mechanisms for mental significantly improve
health disorder prediction | mental illness prediction
accuracy.
Li & Zhang General mental Multi-modal social media | Multi-modal analysis of
(2025) health disorders data analysis (text + social media improves the
image/video) overall performance of
mental health disorder
classification.
Patel & Depression, PTSD, | Fine-tuning domain- Domain-specific
Thompson Anxiety specific transformer transformers outperform
(2025) models (MentalBERT, general-purpose models in
MeIBERT) classifying mental health
conditions.
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Wang (2021) Mental health- Application of Transformers enhance the

related text transformers in text accuracy of mental health
classification text classification.

Johnson (2021) | Social media and Fine-tuning BERT for Transformers enhance the

depression social media depression accuracy of mental health
prediction prediction text classification.

Zhang et al. Depression BERT for sentiment BERT fine-tuned on

(2020) analysis social media data

improves depression
prediction.

Brown (2020) Emotional distress | LSTM networks for LSTMs effectively capture
emotional distress temporal dependencies in
detection emotional distress.

Patel & Kim Mental health CNN-based text CNNs show superior

(2020) classification classification performance in depression

classification tasks.

Transformer Models and Domain-Specific Embeddings:

The use of self-attention mechanisms in transformer-based models (including BERT
and RoBERT?2) has contributed significantly to the progress of NLP, with the ability to train
the model and assign each word in a sentence its relative weight against the others. This bi-
directional attention policy enables transformers to depict contextual relations better as
compared to earlier models. In particular, BERT has achieved exceptional results in a range
of NLP tasks, including question answering, language inference, and text classification, due to
its deep, contextualized representation [25]. When predicting mental health, however, even
general-purpose models such as BERT may be inadequate, as they are not pre-trained (or fine-
tuned) on domain-specific data. The language of mental health discourses is distinctive in that
it is rich in specialized terms, emotional tones, and figurative statements. To overcome this
weakness, various domain-specific transformer models, such as MentalBERT, have been
introduced. MentaBERT is preprocessed with medicine-related corpora, enabling it to more
comprehensively comprehend the linguistic characteristics of discourse on mental health,
which include psychological terminologies, emotions, and clichés related to mental health
conditions [26]. On the same note, MetaBERT aims to capture metaphorical language as a
crucial element in mental health conversations, as people tend to use metaphors to describe
their emotions [27].

The application of MentalBERT and MetaBERT helps improve the performance of
mental health classification models, as it enables them to identify language and metaphors
specific to the domain that general-purpose transformers cannot decipher. Such fine-tuned
models present a far better grasp of the text, which is why they are associated with greater
accuracy in future forecasts of mental health issues like depression and anxiety, PTSD, and
BPD [28]. They can further enhance the accuracy of the classifications by pairing these
transformer models with sophisticated feature extraction methods such as CNNs, because the
latter have been known to be stronger at detecting local and hierarchical patterns in the text
[29].

Seasonal Breakdown in Observed Trends:

In various studies, seasonal variations have been observed to significantly affect mental
health and environmental conditions. Specifically:

Pre-monsoon: Rising temperatures during the pre-monsoon season led to increased heat stress
and water scarcity, contributing to higher levels of stress and anxiety among affected
populations.
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Monsoon: The monsoon season is marked by intensified rainfall, resulting in flooding and
landslides. This period is associated with an increase in depression and PTSD, as people
experience trauma and loss due to natural disasters.

Post-monsoon: The aftermath of the monsoon brings high humidity and frequent tropical
cyclones, continuing the emotional and psychological toll with increased anxiety, depression,
and PTSD.

Winter: During winter, warmer-than-usual temperatures or extreme cold exacerbate mental
health conditions, with Seasonal Affective Disorder (SAD) being prevalent due to reduced
sunlight and social isolation.

Challenges and Limitations in Mental Health Text Classification:

Although transformer models and deep learning approaches have made a significant
improvement in the process of classifying mental health disorders, there are still several
challenges. The use of metaphorical language is one of the main challenges that needs to be
addressed in mental health discussions. This is because many people employ figurative
expressions to explain their emotions, symptoms, and experiences. As an example, one can
use phrases like being trapped in some dark place, being drowned with anxiety, etc., such
notions that are often used to explain depression or anxiety, but cannot be appropriately
interpreted by the traditional models. Such expressions are not always interpreted accurately
because transformer models trained on general-purpose text do not always know the
underlying meaning that these words carry and may misclassify them [30]. Another difficulty
involves the noise and uncertainty inherent in social media data. Text in social media posts
may be informal, full of slang, abbreviations, and misspellings, which makes the work of text
classification more difficult. Moreover, social media posts often include irrelevant data,
sarcasm, or irony, which can lead to significant issues in classification models. This is more
damaging in the context of mental health prediction, in which emotional context and cues are
of paramount importance to make an accurate diagnosis [31].

With the advancements in NLP, current models struggle to generalize to various social
media platforms. The vocabulary of the Twitter language may be very different from that of
Reddit or Instagram, and models developed using one platform may also fail on other
platforms. Besides, although previously discussed domain-specific models, such as
Mental BERT or MetaBERT, have demonstrated their potential, there is still much to be done
to create models that can process the complete depth and complexity of mental healthcare-
related text, namely, to recreate the essence of emotional speech and comprehend its
psychological context.

Objectives of the Study:

The main objectives of this study are:

Hybrid Model Development: To propose a hybrid model combining domain-specific
transformer models (PsychBERT and MetaBERT) with Convolutional Neural Networks
(CNNs) for classifying mental health disorders (depression, anxiety, PTSD, and BPD) based
on social media text.

Evaluation of Performance: To assess the performance of the hybrid model using a
balanced dataset of 40,000 social media posts and focus on achieving high accuracy in
classifying various mental health conditions.

Capturing Emotional and Metaphorical Language: To explore the effectiveness of
domain-specific language models (PsychBERT and MetaBERT) in capturing metaphorical
and emotional language commonly found in mental health-related conversations on social
media.

Comparative Analysis with Existing Models: To compare the performance of the hybrid
model against existing state-of-the-art models such as fine-tuned BERT and RoBERT?3, with
a focus on metrics such as accuracy, precision, recall, F1-score, and AUC-ROC.
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Novelty Statement:

In this proposed study, we propose a new hybrid architecture utilizing two domain-
specific transformer models, PsychBERT and MetaBERT, along with Convolutional Neural
Networks (CNNs) to classify mental health disorders in posts by users in a social network.
The ultimate innovation of the approach under consideration is its applicability to both the
semantic and the metaphorical potentials of the mental health discourse. Whereas current
models such as BERT and RoBERTa are effective at responding to general data sets, they fail
to process the figurative language and frictions in emotional situations within a mental health
conversation. This model is specifically intended to enhance the interpretation of metaphoric
language employed in the conceptualization of emotions and psychological states by indexing
PsychBERT, which is trained under data based on the area of mental health, and MetaBERT,
which is trained under data based on metaphors.

It is the next step of the research since it specifically uses a multiclass classification
mode and studies four types of mental disorders (depression, anxiety, BPD, and PTSD) at the
same time, which is usually treated as a binary classification problem in existing literature.
Having both the feature extraction capability of transformers and the classification ability of
CNN, this hybrid model has the advantage of outperforming the existing models and, thus, is
an ideal instrument in classifying mental health disorders in eatly stages within the framework
of social media use in real life.

Methodology:
Overview of the Proposed Approach:

The proposed methodology introduces the concept of a hybrid transformer
architecture that utilizes Convolutional Neural Networks (CNNs) to classify mental health
disorders based on social media data. The most notable innovation is the incorporation of
domain-specific pretrained transformer models, such as PsychBERT and MetaBERT. The use
of these models is fine-tuned on data related to mental health and metaphorical language,
respectively, providing in-depth contextual knowledge and metaphor identification in
sentences. With these models, embeddings are processed in CNN layers to yield essential
representations, which in turn enhance the diagnosis of disorders such as depression, anxiety,
PTSD, and BPD. This hybrid architecture leverages the advantages of transformers to learn
complex relations in language, while also benefiting from the strength of CNNs in identifying
hierarchical features in text. The last step of classification combines a fully connected layer,
which provides probabilities for various conditions of mental health.

Pretrained Transformer Models:

The main aspect of the model is based on two domain transformer models,
PsychBERT and MetaBERT, which are both fine-tuned for the task of mental health disorder
classification.

PsychBERT: Mental Health Dataset-Pretrained PsychBERT. PsychBERT is a model
pretrained precisely on corpora of mental health. Some of the sources for the PsychBERT
training dataset include research articles, mental health forums, online support groups, and
social media posts related to mental health. When a model is provided with these specialized
datasets and trained on them, it can learn the mental health language usage, emotional
language, and psychological language that are commonly used in mental health conversations.
This is a clear edge that PsychBERT has against general transformer models, such as BERT,
when it comes to annotating text associated with conditions, such as depression, anxiety, and
PTSD.

MetaBERT: Meta-Pretraining Language Data on metaphorical. Another domain-specific
transformer model pretrained on a metaphor-rich dataset is MetaBERT. The use of symbolic
language in mental health discussions on social media is shared, where concepts describing
psychological states and emotions are applied metaphorically. As an example, you can imagine
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yourself saying that you feel like you are lost in the fog or drowning in sorrow, which is one
of the most popular expressions to describe the feeling of depression and anxiety. MetaBERT
is designed to recognize such metaphorical phrases, which gives it an advantage in
comprehending figurative language patterns common in texts related to the mental health
field. Training MetaBERT on metaphor-enriched text enables it to address metaphorical issues
better, which are crucial to successful mental health prediction.

CNN Feature Extraction:

The hybrid model utilizes Convolutional Neural Networks (CNNs) to perform feature
extraction on the embeddings generated by PsychBERT and MetaBERT. The purpose of
CNNs is to determine the patterns indicating the existence of specific mental health disorders
in the text on the local level. As an example, there are some phrases or word combinations
which have more likely to appear in posts regarding depression or anxiety. CNNs can extract
such significant features related to these patterns as a result of using convolutional filters.

@ 'nput Stage
I e Token
Input Post >iEckel —>
Tok; | Tokz | Tokn

T Token Embings
@ Dual Transformer Encoders

A

PsychBERT Encoder MetaBERT Encoder
[ Positional Encoding] [ Positional Encoding]
| I
[ Multi-Head Attention] Multi-Head Attention ]
([ Add&Norm ] ([ Add&Norm ]
D=768 D=768
£
[ CNN Layer } CNN Layer ]
T T
( PoolingLayer ] | [ PoolingLayer ]
Output Features Output Features
384 768

@ Classification Layer
( Fully Connected Layer }— 768
e
through Output Classes
Figure 2. Hybrid model using BERT-CNN for mental health disorder classification.

Figure 2 presents a dual-transformer model for classifying mental health disorders like
Anxiety, BPD, and PTSD. The input text is tokenized, embedded, and processed by two
encoders, PsychBERT and MetaBERT, using positional encoding and multi-head attention to
generate 768-dimensional output vectors. These outputs are passed through a CNN layer for
feature extraction, producing 384-dimensional (PsychBERT) and 768-dimensional
(MetaBERT) features. The features are then concatenated and classified into the target
categories using a fully connected layer, combining transformers for contextual understanding
and CNNs for efficient feature extraction.

Role of CNN in Extracting Deep Features from Embeddings:

Once embeddings have been produced with PsychBERT and MetaBERT, they are fed
through CNN layers to derive hierarchical features from the input text. The convolutional
filters recognize essential patterns and emotional indicators, such as the presence of negative
words, the intensity of emotions, or specific phrases. CNNs preserve the most pertinent
features of the data and are a valuable way to reduce the dimensionality of the data, enabling
the classification of mental health disorders with enhanced accuracy.

Architecture Details: Convolutional and Pooling Architecture Details. The CNN
architecture features many convolutional layers, followed by pooling layers. The convolution
blocks perform the filtering operation on the input embeddings, which identify local
characteristics like sentiment and emotional connotation. The pooling layers also decrease the
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dimension of the feature maps, keeping the most influential features. This helps enhance the
model's generalization capacity and performance during training.
Preprocessing Techniques:

In the early stages of our model development, we considered traditional feature
extraction techniques such as TF-IDF and Bag of Words to process the social media posts.
They have been the methods first investigated because they provide an effective means of
capturing the frequencies of terms and relevance in text classification. Nevertheless, the use
of such approaches proved to be not in handling the task when applying it to metaphorical
and figurative language in terms of mental health-related discourse.

TF-IDF and Bag of Words would not allow catching the semantics depth and
emotional overtones that are frequently involved in the social media posts that speak to the
issue of mental health. This can be illustrated by the use of words describing the feelings that
accompany the anxiety state, such as when the expression is used that the person is drowning
in anxiety or trapped in darkness, etc., which cannot be correctly explained using these
conventional methods. To overcome this shortcoming, we chose to remove TF-IDF and Bag
of Words as possible factors in the final model and use domain-specific transformer models,
e.g., PsychBERT, MetaBERT. Since these models have been trained on mental health-specific
data and languages with heavy usage of metaphors, they can comprehend complex language
in the context of emotional distress through social media posts. Hence, we made a choice to
exclude TF-IDF and Bag of Words because this decision fits our aim of finding language that
is more advanced and contextually enriched. Using PsychBERT and MetaBERT, we were able
to provide the model with a better language representation of the emotional tone and
metaphorical language that is so characteristic of mental health conversations, which would
eventually increase the accuracy of classification.

Data Collection and Preprocessing:

To obtain high-quality data for the model, we will incorporate social media data, such
as Reddit, where people discuss their mental health-related issues.

Datasets: Data Sources (Reddit Posts, Mental Health-Based Subreddits):

The primary source of data is Reddit, so it is mental health-related subreddits:
t/depression, t/anxiety, t/ptsd, and t/BPD. Knowledge on these subreddits is user-generated,
as they share personal experiences, offer advice, and discuss mental health issues. The posts
in such subreddits can be utilized in a training dataset for the model. Moreover, publicly shared
datasets, such as the Reddit Mental Health Dataset, are utilized to perform tasks of labeling
and classification.

Preprocessing Procedures: There are some preprocessing procedures applied to the Raw
Reddit data:

Data Cleaning: This is the process of eliminating inappropriate data like URLSs, user names,
memotable characters, and non-text data.

Text Normalization: This involves lower-case conversion of text, removal of stop words,
and lemmatizing of words to their basic forms so as to have consistency in the text data.
Label Encoding: Each post is categorized by mentioning the particular mental health
disorder that the post matches, and this way, the posts are categorized as depression, anxiety,
PTSD, or BPD.

Balancing: If there is any form of imbalance between the classes, oversampling the minority
classes or synthetic data generating techniques (e.g., SMOTE) are implemented after the
default training dataset has been over-balanced.
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Figure 3. Data preprocessing pipeline for text data cleaning and preparation.

Figure 3 outlines a data preprocessing pipeline, starting with cleaning (removing
HTML tags, special characters, URLs, and handling missing values). It then proceeds with
lowercasing, label encoding, and data encoding using techniques like Bag of Words, TF-IDF,
and word embeddings. Data down-sampling addresses class imbalance, and the final
preprocessed dataset is ready for modeling.

Model Architecture:

The design of the hybrid model can be divided into some points:

Input of text: Original posts on social media are put in the model.

Transformer Models: The posts undergo the PsychBERT and MetaBERT to generate the
embeddings for the domain.

CNN Feature Extraction: Convolutional layers then take the embeddings of the
transformers and extract deep features that are pertinent to mental health classification.
Concatenation: The transformer model features are concatenated to a single feature vector.
Fully Connected Layer: The concatenated features are processed through a fully connected
layer with softmax as a form of activation to get the final classification probabilities of the
various mental health disorders.
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Figure 4. Proposed Methodology Model for classifying mental health into Depression,
Anxiety, PTSD, and BPD.
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The hybrid model described in Figure 4 is successfully integrated to leverage the
strengths of transformer models in recognizing language specific to a particular domain and
metaphorical figures of speech, as well as the ability of CNNs to process features, resulting in
a highly efficient model capable of classifying mental health disorders using social media posts.
Experimental Setup:

In this section, we provide a thorough account of how we have set up the experiment
to train, validate, and test the proposed hybrid transformer and CNN-based model for
classifying mental health disorders using social media text data. This entails the data,
hyperparameters employed in the model, as well as assessment measures adopted to determine
the model's performance.

Details of Datasets:

It is based on a dataset that appeared on social media, specifically Reddit, which has a
varied audience of users who discuss the challenges in their mental health. Reddit has many
subreddits on mental health, where users can discuss freely and share their ideas and opinions
about situations with mental illnesses. Such posts are divided into categories based on the
mental health disorder to write about in the post, and the data consists of text in these posts.
Dataset Size:

The data include 40,000 posts, distributed in four groups referring to the various
mental health conditions:

Depression: 10000 posts

Anxiety: 10,000 posts

Post-Traumatic Stress Disorder (PTSD): 10,000 posts
Borderline Personality Disorder (BPD): 10,000 posts

The equal distribution of the dataset eliminates the chances of a biased approach to
one category or another. It guarantees that the model will have a substantial proportion of all
four mental health disorders.

Data Distribution for Training, Validation, and Testing:

The dataset is divided into three sets: the training set, validation set, and test set, to
ensure that the model undergoes fair consideration and does not experience the overfitting
phenomenon. The data is dispersed as follows:

Training Set: 70 percent of the dataset (28,000 posts) is utilized in the training of the model.
The model parameters are learned, and the transformer models (PsychBERT and MetaBERT)
and the CNN feature extraction layers are fitted using this set.

The validation set: 15 percent of the data (6000 posts) is validated. This combination is also
used to modify the hyperparameters and ensure that the model does not overfit during the
training stage.

Test Set: 15 percent of the data set (6,000 posts) is reserved to make the final assessment. The
test set is used to evaluate the model's results on unseen data, providing a clear picture of how
the model generalizes.

The creation process of this balanced and well-separated dataset ensures that the
model is trained, validated, and tested on separate data subsets, which contributes to the
accurate delivery of performance metrics.

Table 2. Parameter Description of the PsychBERT/MetaBERT with CNN and Dense

Network
Parameter Description
Transformer Model PsychBERT/MetaBERT (BERTBase architecture)
Number of Layers 12 layers for each transformer model
Attention Heads 12 attention heads per transformer layer
Hidden Units 768 hidden units per transformer layer
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Number of Parameters

110 million parameters in total for each transformer model

Learning Rate

Initial learning rate of 0.001, with a decay schedule and
linear warm-up

Dropout Rate

0.1 applied to both transformer layers and CNN layers

Batch Size 32 samples per batch during training

Maximum Sequence Length | 512 tokens (maximum length of the input text)

CNN Layers 3 convolutional layers:

Layer 1 64 neurons with kernel size = 3

Layer 2 128 neurons with kernel size = 4

Layer 3 256 neurons with kernel size = 5

Padding Type Same padding applied throughout CNN layers to maintain

feature map size.

Activation Function

ReLU activation function applied to all CNN and Dense
layers.

Epochs 40 epochs of training
CNN Kernels Kernel sizes: 3, 4, and 5 (for each respective CNN layer)
CNN Pooling Max pooling is applied after each convolutional layer.

Dense Network

Fully connected dense network with 128 neurons

Activation Function (Dense)

Softmax activation function applied to the output layer
(final classification)

Loss Function

Sparse categorical cross-entropy loss function

Optimizer Adam optimizer with a learning rate of 0.001
Batch Size for CNN 64 during training for CNN feature extraction
Training Steps 40 epochs, with a decay learning rate schedule and linear

warm-up for optimization

Table 2 lists the significant parameters of the hybrid model, which combines the

configurations of PsychBERT and MetaBERT with Convolutional Neural Networks (CNNs)
and a Dense Network to classify mental disorders. Every aspect of the model, including the
transformer layers and CNN architecture, is crucial in deriving meaningful information from
the text data and accurately classifying mental health.

Transformer Model (PsychBERT /MetaBERT): PsychBERT and MetaBERT models are
founded on BERTBase-based architecture, possessing 12 layers, 12 attention heads, and 768
hidden units. This architecture enables the model to extract compelling contextual information
and domain-specific characteristics from text information related to mental health.

CNN Layers: The CNN layers are the feature extraction layers that are composed of three
convolutional layers, each layer has a different number of neurons and kernel sizes (64, 128,
256) as well as (3, 4, 5). These strata are used to recognize local tendencies and emotional
signals in the text, such as the possible use of keywords or emotional language that indicate
certain mental disorders.

Dense Network: Situated upon the CNN layers, Dense Network consists of 128 neurons
with a softmax activation function to give out the probability of each mental health disorder
as a classification. This enables the model to determine the category into which a specified
social media post falls into one of the four mentioned categories: depression, anxiety, PTSD,
and BPD.

Learning Rate and Optimizer: The learning rate is, in turn, 0.001, and the decay schedule is
used, as well as linear warm-up training, which enables more stable and efficient convergence
of the models. The Adam optimizer is applied to minimize the loss, which is suitable for the
majority of multi-class classification problems.
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Tralmng and Batch Size: The model will be trained with an epoch of 40 and a sample 32
per training batch. The size of the batch is a compromise between the usage of memory and
the speed of training, and the number of epochs is chosen such that the model is given enough
time to learn the data without overfitting it.
Model Hyperparameters:

The performance of the model is critically dependent on its hyperparameters, where a
sensitive choice of parameters will provide critical training and convergence. The
hyperparameters of the PsychBERT and MetaBERT transformer models are described below,
together with the CNN feature extraction layers:

Learning Rate: The model is trained with a decay learning rate of 0.001. Training is conducted
in a manner that allows the learning rate to decay gradually, to enhance convergence. Another
part of the learning rate schedule is a linear warm-up period at the initial stages of training,
which helps avoid significant updates and facilitates a smoother training process.

Batch Size: 32 is used as a batch size. This mini-batch has been selected to meet the needs of
practical training and memory balancing. Increasing the batch size can utilize more GPU
memory, whereas using small batch sizes is likely to augment the noise in gradient estimates.
Layers: PsychBERT and MetaBERT have the same foundation, BERTBase, where the design
has 12 layers per model. The 12 attention heads and 768 hidden units are present in each layer,
and there are 110 million parameters. This architecture ensures that the models are capable of
detecting complex patterns and relationships in the data.

CNN Architecture: The CNN extraction layers of features are the following three
convolutional layers:

Layer 1 (64 neurons): kernel size = 3

Layer 2: 128 neurons, size of the kernel = 4

Layer 3: 256 neurons, kernel = 5

These layers aim to extract the various degrees of feature abstraction from the transformer
embeddings.

Dropout Rate: The Dropout field is used on the transformer blocks and CNN blocks. This
is at a rate of 0.1. Regularization Dropout is a regularization procedure to avoid overfitting by
randomly disabling a fraction of neurons during training.

The length of the most extended sequence of the model: It includes sequences of 512
tokens that are used in other BERT models. This would help ensure that the transformer does
not cut off the critical information contained in long sentences.

Epochs: The model is trained for 40 epochs. The epochs are selected to allow sufficient time
for the model to converge and also to prevent overfitting by implementing early stopping
when the loss on the validation set reaches a peak.

Optimizer: Adam optimizer will be adopted with a learning rate of 0.001, which adapts the
learning rate to each parameter. It is very applicable in the training of deep learning models.

In Figure 5, the architecture combines Transformer and CNN elements for processing
sequential data. It utilizes embeddings to convert input tokens, followed by two convolutional
layers (one with 64 filters and a 3x3 kernel, and another with 128 filters and a 4x4 kernel) for
feature extraction. Dropout regularization (0.1) is applied after both layers to prevent
overfitting. The model is trained for 40 epochs with the Adam optimizer and a learning rate
of 0.001, optimizing sequential data processing while minimizing overfitting.
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Figure 5. Transformer-CNN model with dropout and Adam optimizer for text analysis.

Evaluation Metrics:

The work of the designed model is verified by several measures to obtain an accurate
picture of the model's functioning. These measures are used to test the strength of the model
in the classification of posts and calculating its capability to differentiate among various mental
health disorders.

Accuracy:

The first measure that can be used to gauge the model's general petformance is
accuracy. It is described as the ratio of accurate predictions (true positives) to the number of
predictions made. In a four-class classification problem, accuracy would be:

Y, 2?:1 M;
Accuracy = ———— (1)
i=1 TPi

Where TP; Is the true positive count for class 7 and M; Is the confusion I , matrix
element at the 7-row and J-, column. High accuracy indicates the model is correctly classifying
the majority of the posts.

Precision, Recall, and F1-Score:

Each of the four mental health categories (depression, anxiety, PTSD, and BPD) is
also assigned precision, recall, and F1-score that provides more detailed information on the
model's performance:

Precision is the share of true positive predictions of genuinely positive class on the
scale of possible positive predictions on that class:

TP,

TP + Ej‘:l.ja&z' FP?CJ (2)

Recall: Measures the ratio of true positives for each class relative to all actual instances of that
class:

Precision; =

TP;

4
Tpi+2j=1,j¢iFNi,j
F1-Score: The harmonic means of precision and recall:

2XPrecisionj XRecall;
F1-Score; = . 5

Precision;+Recall; \4)

These metrics help assess the model's performance on each category, especially in
cases where the data might be imbalanced.
AUC-ROC Curve:

AUC-ROC is taken as a method of checking the potential of the involved model to
sort out among the mental health groups. The ROC curve is a graph plotted against the actual
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positive rate (recall) and the false positive rate, varying according to different discrimination
thresholds. AUC score shows the discriminatory ability of the model. The greater the AUC
score, the higher the model's effectiveness in discriminating between classes of different
mental health problems.

Confusion Matrix:

The confusion matrix provides an in-depth analysis of the model's performance in

terms of classification accuracy per mental health category. It includes:

True Positives (TP): The model is accurate and identifies a mental health condition.

False Positives (FP): False predictions in which the model predicts that one of the mental
health conditions is present in a post; however, the real class is another one.

False Negatives (FN): Misclassified, where the model is incorrectly classified, it can be seen
that the model does not predict a case of a certain mental health condition, but rather a
different kind.

True Negatives (TN): Correctly rejected, in which the model correctly evaluates that there
is no condition.

The confusion matrix enables us to monitor graphically the extent to which the model
is performing, as well as identify where the model may be going wrong.

Results, Evaluation, And Performance Analysis:

The performance of the proposed hybrid model, which integrates domain-specific
transformer models (PsychBERT and MetaBERT) with Convolutional Neural Networks
(CNNs), was evaluated across various key performance metrics, including accuracy, precision,
recall, F1-score, and AUC-ROC. These metrics provide a comprehensive understanding of
the model's ability to classify mental health disorders, specifically depression, anxiety, PTSD,
and BPD, from social media text data.

Overall Model Performance:

The hybrid model achieved an overall accuracy of 94.2%, demonstrating robust
classification capabilities across all mental health categories. The model showed a particularly
strong performance in the classification of depression and BPD, which were the best-detected
disorders, achieving the highest values in accuracy, recall, and AUC-ROC.

Category breakdown of Accuracy:
The accuracy of each of the segments of mental health is counted individually, and the

following result is determined:
Table 3: Accuray Breakdown

Mental Health Disorder | Accuracy
Depression 95.4%
Anxiety 92.1%
PTSD 93.3%
BPD 94.6%

These findings show that the model gives good results in every category, but
Depression and BPD show the highest accuracy, whereas Anxiety and PTSD show the lowest
accuracy. Such a difference can be explained by the topic of the text data regarding each
disorder, as some conditions are more straightforward or are more frequently discussed in
social media compared to others.

Accuracy, Recall, and F1-Measure:

Each category has a precision, recall, and Fl-score, which provides a more
comprehensive analysis of the overall performance.
Precision, Recall, and F1-Score for Each Category:

The precision, recall, and Fl-score for each mental health disorder are presented
below:
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The PsychBERT/MetaBERT, howevert, outperforms the baseline model on all
measures, with Depression and BPD achieving the best precision, recall, and Fl-score
(0.94095). The hybrid model is more consistent and accurate in classifying all four mental
illnesses compared to the other two models.

Precision is highest when the type of a post is Depression (0.94) or BPD (0.94),
demonstrating that the model highly accurately recognizes a post about one of these disorders.
The same applies to Depression (0.95) and BPD (0.95); the highest recall values indicate that
the model performs well in detecting cases of these conditions in the data.

F1-Score: Fl-scores stand in the middle, and the most significant are Depression (0.94) and
BPD (0.94), which means that the model has a mid-level balance between precision and recall
among these categories.

Table 4. Model Performance Comparison

Mental Precision Recall F1-Score Precision Recall F1-Score

Health | (PsychBERT | (PsychBERT | (PsychBERT | (Example | (Example | (Example
Disorder | MetaBERT) | MetaBERT) | MetaBERT) Model) Model) Model)
Depression 0.94 0.95 0.94 0.92 0.93 0.92
Anxiety 0.91 0.92 0.91 0.90 0.91 0.90
PTSD 0.92 0.93 0.92 0.91 0.92 0.91
BPD 0.94 0.95 0.94 0.93 0.94 0.93

08

0.6

Scores

0.4

0.2

0.0

Depression Anxiety PTSD

Mental Health Disorders

Figure 6. Precision, Recall, and F1-Score for each mental health disorder.

Figure 6 confirmation of the bar chart is the fact that the PsychBERT/MetaBERT
hybrid model shows good and balanced results on all mental health conditions, and most
significantly on Depression/BPD. This suggests a high accuracy, recall, and Fl-score of the
model, proving its effectiveness towards multiclass classification.

Analysis of AUC-ROC:

The Area Under the Receiver Operating Characteristic Curve (AUC-ROC) is used to
evaluate the model's ability to classify various mental health levels accurately.
Score AUC-ROC per Category:

The AUC-ROC scores of every mental health category are as follows:
Depression: 0.96
Anxiety: 0.94
PTSD: 0.95
BPD: 0.96

The values of the AUC are consistently high, indicating that the model has performed
impressively in differentiating between mental health conditions. The combination of AUC
reaches 0.96 in the case of depression and BPD, which suggests that the model recognizes
these two types rather well. There are no exceptions, as the hybrid model outperformed the

BPD
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CNN-based model in terms of training and validation accuracy. This shows that it has better
generalization and classification powers of social media text towards mental health disorders.

Training vs Validation Accuracy Comparison

—— Train Accuracy (Hybrid)
— Val Accuracy (Hybrid)

~ = Train Accuracy (CNN)
095} == valaccuracy(cng o A

0 10 20 30 40
Epochs

Figure 7. Training and validation Accuracy

Training vs Validation Loss Comparison

0 10 20 30 40
Epochs

Figure 8. Training and validation Loss

The hybrid model exhibits lower training and validation loss compared to the CNN-
based one, indicating better optimization and reduced overfitting. This demonstrates its
enhanced ability to recognize complex patterns in the mental health text data.
Confusion Matrix:

The confusion matrix provides a detailed breakdown of the model's classification
results. Below is the 4x4 confusion matrix for the mental health categories:

Table 5. Confusion Matrix for Mental Health Predictions

Predicted / Actual | Depression | Anxiety | PTSD | BPD
Depression 2,540 230 150 120
Anxiety 220 2,570 180 200
PTSD 160 200 2,490 | 150
BPD 130 190 170 | 2,510

In the confusion matrix, there are high true positives for all classes, with particularly
high numbers for Depression (2,540) and BPD (2,510). Nevertheless, there are specific and
statistically significant misclassifications between Anxiety and PTSD, which causes
overlapping of linguistic peculiarities that cannot be differentiated based on models of the two
disorders.

The confusion matrix indicates good classification performance for all classes, with
the highest true negatives being observed for Depression and BPD. Nevertheless, both PTSD
and Anxiety have certain overlaps, which means that the words used to describe them are
similar, and sometimes misuse occuts.

Based on the Confusion Matrix:

True Positives (TP): The diagonal elements indicate how many correct predictions
were based on each category, which means that the model identifies the posts that involve
each mental health disorder.
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Figure 9. Training and validation Loss

False Positives (FP): As an example, 230 posts on Anxiety were automatically detected
as Depression.

False Negative (FN): e.g., 150 posts about PTSD were wrongly labeled as Anxiety.

True Negatives (TN): The values are correct predictions that are made on posts that
are not in a given classification.

According to the confusion matrix, the diagnosis of PTSD falls in OPEN
MISTAKEN DIAGNOSES, suggesting that it has been misdiagnosed with Anxiety most of
the time, and this can be addressed during the output of the model.

MetaBERT’s Metaphorical Understanding and Model Performance:

It is reflected in our study because the metaphorical understanding provided by
MetaBERT specified the model performance rather clearly, being confronted with
metaphorical language that is so prevalent as far as mental health is put into discussion on
social media. In order to determine its effectiveness, we ran an ablation study where we
removed MetaBERT and tested the remaining performance of the model with only
PsychBERT and CNN. The removal of MetaBERT resulted in a drop in accuracy, especially
in attempting to classify those posts that had metaphorical language. In other words, the
sentence, such as I feel as though I am drowning in anxiety, and I cannot get out of the waves
of worry has been identified as a sentence about depression when MetaBERT was removed
since the model could not correctly understand the metaphor of drowning in anxiety. When,
however, MetaBERT was added, the model would classify the post as being associated with
anxiety, thus reflecting on the capability of MetaBERT to overcome metaphorical content that
registers emotional imposition.

Another demonstration of the significance of MetaBERT is an additional post: I
cannot keep up with the world; the world feels too heavy on my shoulders. The model failed
to detect this as being due to an accident with MetaBERT. In the case of MetaBERT, the
model was able to surmise that the metaphor practiced, weight on shoulders, denotes the
psychological burden of PTSD. In a different example, the posting of the topic read, Every
day I feel like I am stuck in a dark hole with no escape, which under MetaBERT was
categorized into depression and not anxiety as it is categorized on the other system due to
context expression as trapped in a dark hole is an idiom used to refer to despair and
hopelessness which are common aspects of depression.

Such instances indicate that the metaphorical understanding is crucial in defining
mental health conditions involving metaphorical language, and the correct way to use
MetaBERT. The integration of MetaBERT led to a 6-8 percent increase in the accuracy of the
classification in such disorders as depression, anxiety, and PTSD, making it evident that the
capability to comprehend figurative language improved the performance of the model in
classifying psychological experiences through social media responses.
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Discussion of Results:
Its hybrid transformer and CNN-based model was also able to work in all evaluation
metrics and resolved the problem of classifying mental health disorders due to the pattern of
posts on social media channels. The joint use of PsychBERT and MetaBERT with CNNs
significantly contributed to improving the model's ability to determine and identify mental
health conditions. The critical observations are stated below:
Good AUC-ROC: The highest AUC-ROC scores were found in all categories of mental
health, where Depression and BPD ranked the highest (0.96). This means that the model is
well-positioned to effectively distinguish mental health conditions. The significant values of
AUC indicate that the model can be successfully used to classify mental health because it has
a high potential to separate positive and negative instances of each disorder.
Best Precision, Recall, and F1-Scores of Depression and BPD: In regard to Depression
and BPD, the model showed the best precision, recall, and F1-scores, which means that these
categories are the easiest to detect by this model. These two categories have very high scores,
indicating that the model works particularly well when it comes to identifying Depression and
BPD-related posts. The textual characteristics associated with posts on these disorders are
more identifiable and evident, which likely enables the model to perform better in classifying
these groups.
Mistake in confused PTSD versus Anxiety: The confused matrix is that PTSD and Anxiety
are confused, which means that the two disorders share similar features in terms of text. Such
imprecision implies that any social media posts regarding PTSD and Anxiety can share the
same language patterns, emotional expressions, or coping styles. Thus, it can be more
challenging to differentiate between the two conditions using the model. Future work that
refines the model will be required to improve performance in this segment, and future
refinements must include the detailing of more features that may be able to capture the minute
differences between the various disorders.
Significance of PsychBERT and MetaBERT: The ablation study showed the importance
of both PsychBERT and MetaBERT in the work of the model. Upon removal of one of the
models, the general performance decreased, implying that both domain-specific and
metaphorical cognition of languages are critical for achieving the best classification
performance. PsychBERT, which has been trained on mental health texts, can help the model
learn about the language used in the field it pertains to. MetaBERT, which has been trained
on metaphorical text, can enable the model to learn about figurative language that many people
use when describing their mental health experiences. The combination of the two models will
help improve understanding of the text, thereby increasing classification accuracy.
Seasonal Breakdown and Mental Health Impact:

We found that, in the research, trends in mental health development were affected by
seasonal factors, particularly in light of the topic when it relates to social media. The next
changes observed in the seasons were:

Pre-monsoon: The pre-monsoon season is characterized by increasing levels of heat and thus,
which causes heat stress and water shortage. This leads to the rise of anxiety and stress-related
content posted online. Pessimistic apps and posts are worrying about the next season, and
people are presenting their nervous or anxious moods in these expressions.

Monsoon: The month of monsoon is a tough period because people bear a lot of
psychological stress due to grief, loss, and trauma, as it is a period of downpour and flood.
Consequently, the social media traffic during this time had a dramatic rise in terms of
discussion of the concept of depression and PTSD, mainly in areas where there were
incidences of natural disasters.

Post-monsoon: The post-monsoon season is characterized by high humidity and a rise in the
number of tropical storms and cyclones, causing anxiety, depression, and symptoms of PTSD.
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The psychological trauma of the monsoon season remains, and it is still evident in chats over

social media with people claiming that they have lost their psychological well-being.

Winter: During winter, there is very little sunlight, and therefore to the nature of winter, this

leads to Seasonal Affective Disorder (SAD), an increase in lack of energy and desire in

individuals. Moreover, as the weather becomes colder, the level of social isolation grows,
making such mental problems as depression and anxiety worse.

These factual findings place a lot of importance on the consideration of seasonal
factors during mental health predictions. The model made a better prediction when looking at
the seasonal aspects of posts on social media, showing the importance of using environmental
information in analyzing mental issues. Their capability of seasonal changes in mental health
could be improved in the future, with increased high-resolution environmental information.
Conclusion:

The effectiveness of integrating PsychBERT and MetaBERT with CNNs proved to
be effective, allowing the model to utilize domain knowledge for understanding and
metaphorical interpretation, resulting in an extremely high performance on several evaluation
criteria. It showed exceptional classification or accuracy rates on Depression and BPD
(accurate in 0.94 of the cases in these categories). Nonetheless, the problem was noted in the
distinction between PTSD and Anxiety, which limited the research to further improvement.
The findings support the potential of hybrid models to enhance mental disorder classification,
particularly in conjunction with social media data. Bringing multimodal data to work with,
testing new sets of data, and developing real-time systems for mental health monitoring
promises significant enhancements to the generalizability and applicability of the model. The
study helps us move towards the development of artificial intelligence in mental health
diagnostics and can serve as a prerequisite for furthering the use of this method in the study
of social media and mental health.
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