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omputer programming is a core component of computer science education and is 
widely recognized as a vital skill for aspiring professionals. Repetitive coding 
assessments help students improve their programming abilities, but the manual 

creation and evaluation of these assessments can be time-consuming and challenging for 
instructors. To address this, we developed an Adaptive Student Assessment System (ASAS) 
that automatically generates subjective programming questions aligned with Course Learning 
Objectives (CLOs) and assists in evaluating student responses. The system was evaluated using 
a controlled study involving two groups: a test group and a control group. Results 
demonstrated that the test group consistently outperformed the control group across cognitive 
assessments, with overall performance improvements of 13.5%. Affective feedback collected 
through a post-term survey showed a 48.20% higher agreement rate in the test group regarding 
motivation, clarity, and satisfaction with the assessment process. Teacher evaluations further 
confirmed the system's effectiveness, with improvements of 23.33% in assessment creation, 
26.67% in assessment conduction, and 43.33% in result compilation compared to traditional 
methods. Teachers reported reduced workload, increased efficiency, and a positive attitude 
toward long-term adoption of the system. These findings highlight that ASAS not only 
enhances student engagement and academic performance but also improves instructional 
efficiency, making it a scalable and effective solution for programming education. 
Keywords: Assessment Systems; Programming Fundamentals; Automatic Question 
Generation; Interactive Learning; Skill-based Learning 
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Introduction: 
Humans are continuously evolving. From the pebble and stone tools of the Stone Age 

to the smartphones and computer systems of the current Iron Age, humans have improved 
their way of living. This is all because of scientific and technological development, and the 
field of Computer Science has vital importance in this evolution. 

Computer Science is now considered a very important field in Education [1]. Recent 
studies have shown that the requirement for computer programmers has increased, due to 
which computer science degree growth has surged to 76% as compared to the previous growth 
of 16% in the last 12 years [2]. This degree offers many courses, out of which Programming 
Fundamentals (PF) has great significance in Computer Science degree programs [3]. 
Programming fundamentals help beginners understand how to code and how to get the 
desired output from given input data [4]. In a way, this course broadens students’ minds by 
encouraging them to think out of the box [5][6]. Keeping a check on the minor details of the 
problems helps students in developing better solutions [4]. Therefore, it is very important for 
the students to grasp and master the PF course contents so that they can excel in the field of 
computer science [7]. 

Authorsuggests in [8] that if a student is not skilled in practical programming, they 
cannot master the significant concepts of the computer science field. To develop these skills 
in Computer Science students, a huge responsibility comes to the teachers to create the course 
contents, assessments, and exam questions that help students practice the theoretical 
knowledge learned [9]. Traditional assessment methods are most commonly used to create 
assignments manually. Then, the teachers evaluate all of the assignments one by one. 

One of the drawbacks of this manual assessment system is that it takes quite a lot of 
time and effort from the teachers and requires considerable coordination [10]. As the manual 
methods can only generate limited programming tasks, the students tend to pass the 
assessments mostly through memorization and recitation techniques instead of learning the 
concepts taught in the class [11]. As a result, students’ cognitive skills are confined to a box, 
and their focus shifts towards cramming, and their ability to explore and learn new things is 
restrained [12]. Hence, the grades do not reflect students’ skills and abilities. Rather, they 
depend on how well a student can cram [13]. 

Because of excessive cramming habits, students are unable to map theoretical concepts 
to real-world problems and find their solutions. In order to resolve this challenge, the need 
for repetitive exercises arises [14].  These continuous activities performed in the classroom can 
be a bit hard to follow for an increasing number of computer science students [2]. Moreover, 
the repetition of the same course and the same assessments in different student sections can 
be a very tiresome and monotonous task for the teachers. Thus, the teachers find it difficult 
to conduct seamless exams for a growing number of computer science students manually. 

The second challenge with the manual assessment method is the timely checking of 
the exams and provision of feedback to the students [15]. Continuous feedback is crucially 
important for students for their improvement and skill polishing. In addition, assessing all the 
students on the same criteria is not a good approach when everyone has their own learning 
pace [16]. 

As a solution to these challenges, automated programming assessment systems 
(APAS) [17] have recently replaced the traditional manual methods and have evolved to the 
most suitable forms to cater to teachers’ needs and responsibilities. The idea of the automatic 
examination system roots back to the 1960s when the first system was developed by 
Hollingsworth [18] to identify the issues for assembly language programs. Since then, this 
system has been a topic of interest to educators. 

APAS offers Automatic Question Generation, the most frequently used assessment 
method to generate students' assessments [19]. Automatic question generation is the most 
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common form of grading that is preferred by teachers [20][21] for the accuracy of the results 
and the timely delivery of grades. 

It has also been observed in recent studies that automatic questions enable the students 
to improve their skill set, thus they can perform better in exams [22]. Hence, the students can 
answer questions of any complexity level within the learned skills [23]. This type of question 
taxonomy is linked with the theory stated by Bloom Benjamin in 1956 [24]. This theory 
supports the argument that cognitive skills (in our case, Programming Skills) are one of the 
most important learning domains for human beings, which can be developed and improved 
via repetitive assessments. To include these programming skills in students, continuous 
assessments have to be conducted so that the students can master the skills. In order to ease 
the assessment process for teachers, an automatic examination system is required that could 
continuously generate unique questions in each iteration. 

There are many different techniques used for automatic question generation. The rule-
based question generation [25] focuses on multiple-choice analogy-based questions. The 
algorithm-based question generation [26] is used to generate algebra questions for school-level 
students, or any questions that fall under the if-else bracket. The template-based question 
generation [2] and schema-based question generation [27], both being the same variants of a 
problem, are also mainly focused on multiple-choice questions. However, there is work done 
on the generation of problems with controlled complexity. Moreover, these techniques are 
used to cover the syntactic analysis of already generated objective-wise questions. 

Now, the question arises of how we can overcome the problem to automatically 
generate questions that are not only brief in their nature but also are comprehensive, 
specifically for computer science students. Moreover, the students are usually not willing to 
learn from the theoretical concepts taught in class. Instead, they give more attention to 
practical assessments [14]. The system, already available for question generation, does not do 
well when it comes to creating comprehensive/logical programming questions [28] that are 
also subjective. It is hard to map real-world problems into a set of questions based on the 
student's learning skills using these techniques. Hence, teachers often face issues with these 
techniques in grading computer science assessments. 

Despite the advancements in Automated Programming Assessment Systems (APAS), 
existing solutions mostly rely on rule-based or template-based question generation, which 
limits their ability to produce complex, subjective programming questions [29][30][31][32][33]. 
These systems often fail to align with course learning objectives (CLOs) or adapt to varying 
student skill levels, making it difficult to effectively assess students' problem-solving and 
coding abilities. Additionally, current systems focus primarily on objective assessments and 
lack mechanisms to evaluate open-ended programming tasks or provide meaningful, skill-
based feedback. This creates a significant research gap in developing a system that not only 
automates the creation of subjective programming questions but also evaluates student 
responses in a way that supports both personalized student learning and teacher efficiency. 
This study addresses this gap by proposing an adaptive assessment system that generates 
subjective questions mapped to CLOs and automatically evaluates students' answers to assist 
teachers in assessment and result compilation. 
Literature Survey: 
Student Learning Skills: 

The author suggested [34] that student skills can be significantly improved with the 
help of written presentations. In this research, students were provided with 20 research 
publications. A rubric table was developed listing the criteria for student evaluation. Each 
rubric corresponded to a specific student learning level. Positive results were seen in a few 
rubric factors. Moreover, students were ranked between beginning, developing, competent, 
and accomplished levels. The issue with this approach was that the data provided to students 
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was limited. Students had to extensively study the publications before submitting their 
answers. The study strongly supports that students' critical thinking can be improved if they 
are provided with real-life examples. 

Author[35] came up with a meta-analysis process to keep up with the latest research 
in the general science field. The research was conducted on papers, dissertations, and theses 
from the past decade, and the results were then used in the classroom by teachers and 
educators. A statistically significant effect was observed in student learning. Nevertheless, this 
approach uses a comprehensive way of teaching and thus does not cover student assessment 
via automated systems, such as automatic questions and automated assessment methods. 
Automatic Assessment Systems: 

Authorhas pointed out [29] that learning Programming Fundamentals can be hard for 
fresh students. He proposed an AutoLEP, an automatic learning and assessment system, that 
helps teachers to check the programming assignment given to the students, and students are 
given feedback according to their test results, hence performing better next time. The 
AutoLEP system has 3 main components: student clients, a dynamic testing server, and the 
main server. The only lag in it is the unavailability of an automatic question generation system 
that would pick questions for the students according to their current learning level. 

Author[30] suggested an eGrader. eGrader works both on dynamic and static analysis. 
The dynamic analysis process creates dynamic tests for different types of problems that have 
been proven effective, complete, and precise. The static analysis process consists of two parts: 
the structural similarity, which is based on the graph representation of the program, and the 
quality, which is measured by software metrics. The framework of eGrader consists of three 
components: Grading Session Generator, Source Code Grader, and Reports Generator. The 
limitation of this eGrader is that the Engineering Graphs can be tricky for non-technical 
teachers to comprehend and would require a long time to extract the results. 

[31] caters to the problem of student assignment assessment based on the fact that the 
number of students keeps increasing with respect to the number of teachers. JavAssess is 
composed of four different modules, three of which can work in an isolated way. The three 
independent modules are classes that are located in the codeAssess; javAssessment package, 
and are called introspector, intercessor, and tester. The problem, again, with this solution is 
that it does not incorporate the automatic generation of student problem questions. 

Author[32] has proposed a solution to identify the common problems made by novice 
programmers. There are 10 problems to be solved with increasing complexity. The code 
evaluations were divided into ALL_PASS, NOT_ALL_PASS, COMPILE_ERROR, 
RUNTIME_ERROR, and REPEAT, but only those were considered to have the label 
NOT_ALL_PASS. A manual examination of the code was also performed, and the code 
errors were divided into types: algorithmic, misinterpretation, and misconception. This 
solution involves the assessment of only 10 pre-defined problems and does not entertain the 
automatic question generation for teacher ease. The main focus is the identification of 
programming errors in the given set of programming problems. 

Author[33] has focused mostly on the semantic analysis of the code APIs that are 
changed during code maintenance. FindBugs was developed using a bug-driven methodology. 
It includes the detection of Infinite recursive loops, Statements, or branches. The solution 
works great for the corporate sector, where APIs are mostly used for inter-domain 
communication. It is not very suitable for educational purposes and does not cater to the 
problem of automatic question generation as well. 

Author[36] also suggested the semantic analysis of the code that is syntactically correct. 
He studied nearly 10 million static analysis errors found in over 500 thousand program 
submissions made by students over a five-semester period. The scope of this research does 
not include the automatically generated questions. 
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Author[37] worked on the identification of the logical errors made by the students. 
Logic Error Detection Algorithm: works on the comparison between the wrong code 
submitted by a student and the correct code, already available in the system. Comparison of 
structure patterns (a structured pattern can be considered to express the general form of source 
code, including a list of expressions and block statements). The error detection algorithm does 
not support automatic problem generation. 

Our system will provide relief to the teachers by generating problem questions for 
programming assignments based on the students' learning skill sets. Our focus is to create an 
easy-to-use system that would not only generate questions automatically but also provide 
feedback that is easy to understand for non-technical educators as well.  
Research Objectives: 
To create a system that can automatically make programming questions for students with 
different skill levels. 
To build a system that can check and grade students' programming answers using 
automatically generated questions. 
To find out how automatic question generation can help teachers in making and managing 
exams more easily. 
To develop a smart student profile system that helps students learn programming better by 
understanding their learning needs. 
Material and Methods: 

This research adopts a Template-Based Automatic Question Generation (AQG) 
approach, enhanced by AI-driven mechanisms in question personalization, code assessment, 
and adaptive student profiling. The methodology is organized into multiple stages, each 
leveraging AI concepts such as automation, adaptive feedback, and data-driven decision-
making. Figure 1 explains the brief details of the proposed methodology. 

 
Figure 1. Proposed Methodology 

Learning Objectives Extraction from Learning Skills: 
The first step is choosing topics from a Programming Fundamentals course. A third 

party helps by providing a list of learning skills. Each skill is broken down into smaller parts 
called learning objectives. These objectives become the topics for our question generator. 
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For example, the Learning Skill of Conditional Statements states: 
“Write a C++ program that can perform different tasks based on single or multiple 

conditions.” 
To create templates, we carefully analyze each learning objective under this skill. One 

of the learning objectives extracted from the learning skill of conditional statements is stated 
below: 

“Write a C++ program for a Conditional Statement with a Single Boolean Expression 
consisting of Any Comparison Operator.” 

The goal of this learning objective is to help students understand how to use 
comparison operators within conditional statements. This classification enables the system to 
generate questions aligned with cognitive learning stages of the students, which is a principle 
drawn from AI in adaptive learning systems [38]. 
Template-Based Question Generation: 

For each learning objective, generic question templates are created. These templates 
follow the same pattern and include variables (like $V1, $V2) that can be filled in with different 
values to make dynamic questions. For this purpose, many templates are devised, one of which 
is given below: 

T01: “Write a program to check if $V1 is $V2, then print True, where $V3 is taken as 
input from the command line. Hint: $V4” 
Each template is linked to a dedicated database table that stores lookup values for all variables. 
Table 1 shows the lookup table used for Template 01. 

Table 1. Lookup values for template 01 variables 

Sr# V1 V2 V3 V4 Test Case 

1 Polygon Triangle 

Sum of 
Interior 
Angles 

Sum of 
angles = 180 

[{input:180; inputType: int; output: true; 
outputType: bool; TestResult=true}, 
{input: range(0:179);inputType: int; output: 
false; outputType: bool; TestResult =false}, 
{input:range(181:999); inputType: int; output: 
false; outputType: bool; TestResult =false}] 

2 Person 
Senior 
Citizen Age 

Senior 
Citizen Age 

> 60 

[{input:range(60:999); inputType: int; output: 
true; outputType: bool; TestResult=true}, 
{input: range(0:59); inputType: int; output: 
false; outputType: bool; TestResult =false}] 

3 Letter Vowel Alphabet [a, e, i, o, u] 

[{input:['a','e','I','o','u']; inputType: list; output: 
true; outputType: bool; TestResult=true}, 
{input:['A', 'B', 'C', 'D', 'E', 'F', 'G', 'H', 'I', 'J', 
'K', 'L', 'M', 'N', 'O', 'P', 'Q', 'R', 'S', 'T', 'U', 'V', 
'W', 'X', 'Y', 'Z']; inputType: list; output: false; 
outputType: bool; TestResult =false}] 

4 Angle 
Acute 
Angle Angle 

Acute angle 
< 90° 

[{input:range(0:89); inputType: int; output: 
true; outputType: bool; TestResult=true}, 
{input: range(90:999); inputType: int; output: 
false; outputType: bool; TestResult =false}] 

The number of rows inserted in the above table would be equivalent to the number of 
unique questions generated from a template. The variable values are carefully designed to 
create many different versions of the same question, match real-world examples, and help 
build test cases to check student answers automatically. This flow is explained in Figure 2. 
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Figure 2. Question Generation via Templates 

This method is based on a rule-based way of generating text, which is part of AI in the 
field of Natural Language Processing [39]. 
Question Generation Engine: 

An algorithmic engine is implemented to generate unique questions from each 
template. It operates as follows: 
Iterates through variable sets from the database. 
Replaces template variables with corresponding values. 
Logs each generated question with metadata (e.g., skill level, template ID). 

This engine mimics the data-driven logic found in AI-powered intelligent tutoring 
systems (ITS) [40]. Generated questions from template T01: 
Q1: Write a program to check if a Polygon is a Triangle, then print True, where the Sum of 
the Interior Angles is taken as input. Hint: Sum of angles = 180 
Q2: Write a program to check if a Person is a Senior Citizen, then print True, where the Age 
is taken as input. Hint: Senior Citizen Age > 60 
Q3: Write a program to check if a Letter is a Vowel, then print True, where the Alphabet is 
taken as input from the command line. Hint: vowels: [a, e, i, o, u] 
Q4: Write a program to check if the Angle is an Acute Angle, then print True, where the 
Angle is taken as input from the command line. Hint: Acute angle < 90° 
Each question is unique due to different combinations of variables, thus making the system 
adaptive for individual students' assessments. 
Automated Code Assessment: 

Each question has a corresponding test case defined in JSON format. The test cases 
simulate how the code should behave under various inputs. These cases are stored in the same 
database table linked to the template and are passed to the automatic assessment module. 
When a student submits code, the automated code assessment engine operates as follows: 
The predefined test cases are automatically injected into a secure code execution environment. 
The student’s code is executed with these inputs, and the resulting output is captured. 
This output is then compared against the expected output defined for each test case. 
If the actual output matches the expected output exactly, the test case is marked as Pass. 
If the outputs do not match, or if the code results in an error (e.g., runtime error, timeout, or 
incorrect logic), the test case is marked as Fail. 
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Figure 3. Automatic Assessment Method 

This module, shown in Figure 3, mimics automatic grading systems (e.g., those used 
in coding platforms like HackerRank [41] by executing multiple conditions, evaluating edge 
cases, and providing real-time feedback. 
Uniqueness Algorithm for Class Assessments: 

To ensure fairness and avoid duplication, a randomized variable selection algorithm is 
applied. More than 50 variable sets per template are stored in the database, and the algorithm 
selects a unique set per student. This ensures that no two students receive the same question 
in assessments, personalization, and content diversity. 
Experimentation: 
Experiments were performed with respect to teachers' perspectives and students’ perspectives.  
Dataset Description: 

Two groups of students were created to experiment with the effectiveness of our 
student assessment methods. All students were enrolled in the first year of their Computer 
Science degree program and were taking the Programming Fundamentals course, which spans 
16 weeks. The students' ages ranged between 18 and 20 years.  
Group A: 150 students from session 2020 1st semester session were selected for the control 
group. Out of 150 students, 83 were female and 67 were male. Traditional teaching methods 
were used for quizzes, midterms, and final exams for student assessment. 
Group B: 150 students from session 2021 1st semester were selected for the test group. Out 
of 150 students, 78 were female and 72 were male. Our devised system was used for the 
assessment of this group. Quizzes, midterms, and final exams were generated using our 
Automated System. 
Table 2 shows the division between the test and control group students. 

Table 2. Student division for test and control groups 

Group Female 
Students 

Male 
Students 

Total 
Students 

Session Semester Duration of Study 
(Weeks) 

Test 78 72 150 2021 Fall 16 

Control 83 67 150 2020 Fall 16 

A group of teachers, containing 3 teachers, was selected who applied the traditional 
assessment methods to the Control Group. The same teacher group used our proposed 
automated student assessment method on the Test Group. 
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Teachers Evaluation: 
The experimentation was classified into three categories. The same group of teachers 

first filled out this survey for the control group, where traditional methods were used for 
assessment creation, assessment conduction, and result compilation. Later, the same teachers 
filled out the same survey for the test group. The results were compared for both groups to 
reach a conclusion. 
Assessment Creation: A survey was created with a total of 10 questions. The survey was 
divided into 3 sections with 4, 3, and 3-point sections for qualitative analysis, relevancy, and 
prerequisites, respectively, given in Appendix A. 
Assessment Conduction: A survey was created with a total of 10 questions. The survey was 
divided into 3 sections with 4, 3, and 3-point sections for qualitative analysis, motivation, and 
prerequisites, respectively, given in Appendix B. 
Result Compilation: A survey was created with a total of 10 questions. The survey was 
divided into 3 sections with 4, 4, and 2-point sections for qualitative analysis, approach, and 
prerequisites, respectively, given in Appendix C. 
Student Evaluation: 

A survey was conducted among the Control and Test group students to evaluate the 
effectiveness of our system based on students’ improvement in their Cognitive and Affective 
Skills. 
Cognitive Level: To evaluate the cognitive skills of the students, we used the quizzes, 
midterms, and final exams of both the Control and Test groups. A comparison was made to 
observe any improvement between the two groups. 

In a 4-month semester duration, one quiz was taken after 4 weeks, both for the Control 
and Test groups. Midterm exams were carried out after 2 months. The second quiz was taken 
at the end of 3 months. And lastly, final term exams were conducted at the end of the fourth 
month. Therefore, we had a total of two quizzes, one midterm, and one final exam, both for 
the Control and Test groups. Also, 2 term projects were part of the experimentation; one after 
the midterm, and one after the final exams. Mark's division is given in Table 3. 

Table 3. Marks distribution for student cognitive level experimentation 

Assessment Type Marks 

Quiz-I 10 

Mid-term 20 

Project-I 15 

Quiz-II 10 

Finals 30 

Project-II 15 

Total Marks 100 

Affective Level: To evaluate the affective skills of the students, a survey was conducted at the 
end of the term for both the Control and Test group students. Students were asked how the 
applied assessment method helped them polish their skills and how they were able to perform 
in their quizzes, midterm, final exams, and term projects. Survey division is 4, 3, and 3 points 
for student performance, assessment approach, and results, respectively, given in Appendix 
D. 
Result and Discussion: 
Teachers Evaluation: 

The graphs below give brief details about the survey results for teachers' evaluation. 
The horizontal axis represents the number of teachers who took part in our research. The 
vertical axis shows the survey question number. The green colours show the number of 
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teachers who agreed with the question asked in the survey. The yellow colour represents the 
neutral answers, and the red colour shows the disagreement with the questions asked. 
Assessment Creation: 

 
Figure 4. Teachers' evaluation for assessment creation - test group 

 
Figure 5. Teachers' evaluation for assessment creation - control group 

Table 4 below summarizes the survey responses from teachers for the Assessment 
Creation section, divided into three categories: Qualitative Analysis, Relevancy, and 
Prerequisites. Three teachers answered each question in the survey, and responses were 
categorized as Agree, Neutral, or Disagree. The Total Responses for each section are 
calculated as: 

𝑇otal Responses = Number of Questions ∗ Number of Teachers 
The Total Agree value for each section represents the sum of all Agree responses 

across the questions within that section. To calculate the Agreement Percentage, this formula 
is used: 

Agreement % = (
𝑇𝑜𝑡𝑎𝑙 𝐴𝑔𝑟𝑒𝑒 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝑠
) ∗ 100 

The overall improvement between the test and control groups is then calculated as 
follows: 

Improvement % = Test Group Agreement % − Control Group Agreement % 
This highlights the positive or negative change brought by the proposed system. 

Table 4. Summary of the survey responses from teachers on Assessment Creation 

Section Questions Total 
Responses 

Test Group Control Group % 
Improvement Total 

Agree 
Agree% Total 

Agree 
Agree 

% 

Qualitative Q1-Q4 12 10 83.33% 1 8.33% +75.0% 
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Relevancy Q5-Q7 9 4 44.44% 2 22.22% +22.2% 

Prerequisites Q8-Q10 9 1 11.11% 5 55.56% -44.4% 

Overall Q1-Q10 30 15 50% 8 26.67% +23.33% 

Assessment Conduction: 

 
Figure 6. Teachers' evaluation for assessment conduction - test group 

 
Figure 7. Teachers' evaluation for assessment conduction - control group 

Table 5. Summary of the survey responses from teachers on Assessment Conducting 

Section Questions Total 
Responses 

Test Group Control Group % 
Improvement Total 

Agree 
Agree% Total 

Agree 
Agree 

% 

Qualitative Q1-Q4 12 8 66.67% 2 16.67% +50.0% 

Motivation Q5-Q7 9 6 66.67% 1 11.11% +55.56% 

Prerequisites Q8-Q10 9 1 11.11% 4 44.44% -33.33% 

Overall Q1-Q10 30 15 50% 7 23.33% +26.67% 

Result Compilation: 

 
Figure 8. Teachers' evaluation for result compilation - test group 
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Figure 9. Teachers' evaluation for result compilation - control group 

Table 6. Summary of the survey responses from teachers on Result Compilation 

Section Questions Total 
Responses 

Test Group Control Group % 
Improvement Total 

Agree 
Agree% Total 

Agree 
Agree 

% 

Qualitative Q1-Q4 12 8 66.67% 4 33.33% +33.34% 

Approach Q5-Q8 12 9 75.0% 2 16.67% +58.33% 

Prerequisites Q9-Q10 6 2 33.33% 0 0.0% +33.33% 

Overall Q1-Q10 30 19 63.33% 6 20.00% +43.33% 

Student Evaluation: 
Cognitive Level: 

 
Figure 10. Students obtained an evaluation percentage out of 100 in each assessment for 

their cognitive level 
Affective Level: 

 
Figure 11. Students' evaluation for their affective level - test group 
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Figure 12. Students' evaluation of their affective level - control group 

Table 7. Summary of the survey responses from students on the Affective Level 

Section Questions Total 
Responses 

Test Group Control Group % 
Improvement Total 

Agree 
Agree% Total 

Agree 
Agree 

% 

Student 
Performance 

Q1-Q4 600 434 72.33% 149 24.83% +47.50% 

Assessment 
Approach 

Q5-Q7 450 301 66.89% 143 31.78% +35.11% 

Results Q8-Q10 450 373 82.89% 93 20.67% +62.22% 

Overall Q1-Q10 1500 1108 73.87% 385 25.67% +48.20% 

Discussion: 
Teachers' Evaluation: The teachers' evaluation results strongly support the effectiveness of 
the proposed automated assessment system across all stages: assessment creation, conduction, 
and result compilation. Overall, the test group consistently reported higher agreement rates 
compared to the control group, confirming a positive shift in teacher satisfaction, engagement, 
and process efficiency. 

In the Assessment Creation survey, teachers in the test group showed a substantial 
increase in satisfaction, as shown in Table 5. The qualitative analysis section saw the highest 
gain, with 83.33% agreement in the test group versus 8.33% in the control group, which is a 
75% improvement. This suggests that the teachers appreciated the quality, uniqueness, and 
structure of the automatically generated questions. In the relevancy section, agreement 
improved by 22.2%, indicating better alignment of generated questions with course learning 
objectives. However, in the prerequisite section, a drop of 44.4% in agreement was observed, 
highlighting concerns around the need for training and resource readiness before adopting the 
system. Despite this, the overall agreement rate improved by 23.33%, affirming the positive 
reception of the system in facilitating and enhancing the assessment creation process. 

In the Assessment Conduction stage, the results were similarly encouraging. As shown 
in Table 6, agreement on qualitative aspects rose by 50%, reflecting a smoother and more 
streamlined execution of assessments. Teachers in the test group reported that less time, space, 
and fewer invigilators were required, and that students asked fewer clarifying questions during 
the assessment. The motivation section showed a notable 55.56% improvement, with teachers 
expressing increased willingness to conduct assessments more frequently using the proposed 
system. However, the prerequisite section showed a 33.33% drop, again reflecting the system’s 
dependency on adequate training and infrastructure. Even with this limitation, the overall 
agreement improved by 26.67%, reinforcing the system’s benefits in operational efficiency and 
teacher confidence during assessment conduction. 

In the final stage, Result Compilation, the test group again outperformed the control 
group across all sections, as shown in Table 7. The approach section saw the most significant 
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rise, with agreement increasing from 16.67% to 75%, which is a 58.33% improvement. This 
indicates that teachers found the system effective in automating and simplifying result 
processing. The qualitative section saw a 33.34% increase, suggesting improved clarity and 
reliability of the results. Even the prerequisites section showed a positive gain of 33.33%, 
although it still highlights the need for further training and system familiarization. In total, the 
overall agreement rate increased by 43.33%, confirming enhanced satisfaction in result 
compilation, reduced manual workload, and quicker access to performance insights. 

Overall, teachers in the test group reported that the system was easy to follow, reduced 
paperwork, and showed potential for long-term use. They appreciated the user-friendly 
interface and the time saved in compiling results and conducting assessments. However, some 
concerns were raised about the need for prior training and equipment dependency, especially 
for question generation and during initial setup phases. In contrast, the control group 
highlighted significant issues in terms of time consumption, lack of motivation, and difficulty 
in managing traditional assessment processes, with most teachers expressing disinterest in 
continuing with the manual approach. 
Student Evaluation:  

The evaluation of students comprised both cognitive and affective domains to 
measure the overall impact of the proposed assessment system. Cognitive outcomes were 
assessed through academic performance in various evaluation components, while affective 
outcomes were captured through a structured end-of-term survey measuring students' 
attitudes and perceptions. 

As shown in Figure 7, cognitive performance consistently favored the test group 
across all evaluation stages. Students in the test group outperformed the control group in Quiz 
1 (71% vs. 67%), Midterms (74% vs. 62%), Midterm Project (79% vs. 68%), Quiz 2 (80% vs. 
56%), Final Exams (82% vs. 70%), and Final Project (83% vs. 65%). The overall improvement 
of 13.5% in students' cognitive performance reflects increased content understanding, 
problem-solving ability, and skill application, likely influenced by the structured and 
transparent approach of the proposed assessment methodology. 

On the affective side, as detailed in Table 6, the test group also reported significantly 
higher agreement rates across all surveyed dimensions. The Student Performance section saw 
a 47.5% improvement, suggesting enhanced confidence and engagement with assessments. 
Agreement on the Assessment Approach improved by 35.11%, indicating a better perception 
of fairness, clarity, and ease of assessment. In the Results section, agreement increased by 
62.22%, reflecting students’ satisfaction with the timeliness, accuracy, and transparency of 
result reporting. Overall, the test group achieved a 73.87% agreement rate compared to 
25.67% in the control group, which is an overall improvement of 48.20%. 

Despite these encouraging outcomes, a few students in the test group expressed initial 
difficulty in understanding the new assessment conduction process, which suggests a need for 
better onboarding and communication in the early stages. 
In conclusion, while the proposed system requires some initial investment in training and 
technical setup, the substantial gains in efficiency, engagement, and scalability make it a strong 
candidate for broader adoption. The trade-off between initial learning and long-term benefit 
appears favorable. Notably, concerns about student unfamiliarity and infrastructure can be 
mitigated over time with regular usage and institutional support, ensuring smooth integration 
into existing educational workflows. 
Comparison with Existing Studies:  

When compared to existing systems discussed in the literature, such as AutoLEP[29] 
and eGrader [30], our system offers significant enhancements. While AutoLEP provided 
useful feedback on assignments, it could not generate adaptive programming questions based 
on student skill levels. Our system fills this gap by integrating both automatic question 
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generation and adaptive difficulty scaling. Similarly, eGrader focused on code evaluation using 
dynamic and static analysis, but its complexity made it less approachable for non-technical 
educators. Our system, in contrast, was praised by teachers for its ease of use and user-friendly 
feedback mechanisms. 

Moreover, systems like JavAssess [31] and FindBugs [33] do not support automated 
question generation or adaptive assessment. In comparison, our approach combines question 
generation and assessment, offering a more comprehensive educational solution tailored for 
classroom environments. Furthermore, Noblitt’s study relied heavily on manual rubric 
evaluations; our system provides automated and adaptive assessment, making it more scalable 
for large student cohorts. In contrast to Ettles [32], which identified typical student 
programming errors using predefined problems, our system generates new and unique 
questions for each student based on their learning trajectory. This not only supports skill 
development but also discourages rote memorization. 
Conclusion: 

The growing complexity and scale of computer science education have made 
traditional assessment methods increasingly inefficient and difficult to manage. Manual 
creation, conduction, and result compilation of assessments pose significant challenges for 
educators, particularly in handling subjective programming questions at scale. To address these 
limitations, this study introduced an automated assessment system designed to generate 
programming questions mapped to student learning outcomes, conduct assessments 
efficiently, and compile results with minimal manual intervention. 

Comprehensive experiments conducted with test and control groups demonstrated 
the effectiveness of the proposed system across all stages of assessment. Teacher evaluations 
showed significant gains in satisfaction, efficiency, and engagement. The test group 
consistently outperformed the control group, with overall improvements of 23.33% in 
assessment creation, 26.67% in assessment conduction, and 43.33% in result compilation. 
While there were some concerns about the need for prior training and infrastructure readiness, 
the overall feedback from teachers supported the adoption of the proposed system for long-
term use. 

On the student side, both cognitive and affective improvements were evident. 
Students in the test group showed a consistently better performance across quizzes, midterms, 
finals, and projects. The overall improvement of 13.5% reflects better understanding, 
confidence, and application of programming skills. Affective survey responses further 
confirmed increased motivation, satisfaction with the assessment process, and appreciation 
for the clarity and fairness of the system. An overall agreement rate improvement of 48.20% 
in the affective survey highlights the students’ positive reception. 

Although initial hurdles such as system unfamiliarity and dependency on equipment 
were reported, these are transitional challenges that can be addressed through structured 
training and gradual integration. The trade-off between initial setup effort and long-term 
benefits is favorable. 

In conclusion, the proposed automated assessment system significantly enhances both 
teaching and learning experiences in computer science education. It not only alleviates the 
manual burden on educators but also improves student outcomes by providing a more 
streamlined, transparent, and scalable approach to assessments. With continued refinement 
and institutional support, this system has the potential to transform traditional educational 
practices and promote a more efficient, learner-centered academic environment. 
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