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s large language models (LLMs) become increasingly integrated into real-world 
applications, robust and scalable evaluation methods are essential to ensure their 
reliability, safety, and effectiveness. This work introduces an innovative evaluation 

framework grounded in an agentic AI simulation approach, designed to overcome the 
limitations of traditional testing methodologies in newly developed chatbots. Unlike 
conventional methods that depend on static benchmarks or human evaluators, our approach 
employs autonomous AI agents capable of simulating a wide spectrum of user interactions. 
Within a controlled multi-agent environment, these evaluator agents interact with the target 
chatbot using natural language queries specifically designed to probe various functional 
capabilities, identify edge cases, and uncover potential failure modes. The agentic evaluation 
methodology systematically assesses the performance of chatbots in multiple dimensions, 
including task completion efficiency, contextual understanding in dynamic conversations, and 
adherence to safety and ethical guidelines. By incorporating recent advances in agentic metrics 
and automated scenario generation, our system produces detailed data-driven performance 
reports that capture both strengths and vulnerabilities in chatbot behavior. Preliminary results 
show that this approach not only reveals significantly more edge cases than conventional 
methods, but also reduces overall evaluation time by approximately 60-70 percent. This work 
contributes to a scalable, standardized testing paradigm that better aligns theoretical 
performance indicators with the practical challenges of deploying LLMs in real-world 
environments. 
Keywords: AI Agent, Chatbot Evaluation, Conversational AI, Agentic Testing, Large 
Language Models, Contextual Intelligence, Autonomous Evaluation. 
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Introduction: 
Chatbots, which are intelligent conversational agents activated through natural 

language input such as text or speech, have seen increasing adoption across various domains 
due to advancements in artificial intelligence, the availability of development platforms, and 
the rise of Software as a Service (SaaS) solution that simplify their creation and deployment. 
Early chatbots like ELIZA [1] and ALICE laid the foundation for today’s more sophisticated 
systems, which now offer capabilities such as adaptive learning, efficient task handling, and 
conversations that closely mimic human interaction. Their extensive adoption is fueled by 
improving customer experiences, automating services, and enhancing interactive applications. 
In line with these advantages, there come risks such as the spread of disinformation and social 
manipulation, highlighting the need for rigorous quality assurance and evaluation to ensure 
reliability, ethical behavior, and user trust. 

Despite the rapid increase in interest in chatbots and other kinds of LLMs used in 
different systems, measuring their performance is still an intricate challenge. Current quality 
evaluation methods focus on independent attributes like linguistic correctness or customer 
satisfaction without an overall system addressing the truly multifaceted nature of chatbots’ 
quality, such as effectiveness, capability-oriented task fulfillment efficiency, context sensitivity, 
and ethical compliance [2]. In addition, conventional methods, commonly based on static test 
cases or human judgment, are not scalable and cannot reflect the dynamic, context-dependent 
behaviors exhibited by state-of-the-art AI-based chatbots [3]. This disconnects between 
current evaluation practices and the increasing complexity of modern chatbots poses 
significant challenges to the development and deployment of robust and reliable 
conversational agents. 

To address these challenges, our research proposes an AI agentic testing system that 
employs autonomous agents to generate diverse user scenarios and systematically evaluate 
chatbot responses without even deep understanding of the internal working flow of LLMs to 
the QA Team. We used a multi-agent simulation; the framework generates different question 
sets and scenarios dynamically, facilitating in-depth evaluation of chatbot performance on vital 
dimensions like conversation consistency, capability-driven task achievement, context 
sensitivity, and ethical compliance. This agentic testing approach not only enhances the depth 
and breadth of chatbot evaluation but also improves efficiency by automating the process and 
detecting failure modes that are often overlooked by manual methods. 

Drawing on previous studies about chatbot quality attributes and evaluation methods, 
this research is designed to fill the gap between theoretical models for chatbot quality and 
scalable, practical test tools. Our framework responds to the necessity for systematic, adaptive, 
and extensive chatbot evaluation with a view to enabling high-quality conversational AI 
systems that are socially conscious, reliable, and efficient. 

 
Figure 1. Workflow of normal Chatbots 
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Research Objectives: 
The primary objective of this research is to develop a scalable, fully automated 

evaluation framework for chatbot systems using an agentic AI approach. By leveraging 
autonomous agents that simulate realistic and dynamic user interactions, the proposed system 
systematically assesses chatbot performance across three critical dimensions: contextual 
understanding, domain-specific relevance, and robustness against adversarial prompts or 
hallucinations. 

What distinguishes this system from previous frameworks is its integration of agentic 
simulation and automated scenario generation, enabling the automatic evaluation process to 
move beyond static benchmarks and subjective human judgment. Unlike other evaluation 
models, which often rely on limited user feedback and testing on a few possible test scenarios, 
our approach dynamically generates complex conversational flows and edge-case scenarios, 
providing a more thorough, reproducible, and real-world-aligned assessment and evaluation 
of test cases and responses autonomously. Furthermore, the system significantly reduces 
evaluation time by up to 70% while capturing nuanced behavioral insights that were previously 
undetectable by manual or single-metric assessments. 

This work thus introduces a paradigm shift in chatbot evaluation by combining 
autonomous multi-agent testing with a rich reporting engine, establishing a novel and practical 
standard for real-world LLM-based system validation. 
Related Work: 

Recent advancements in chatbot evaluation have led to the development of various 
methodologies, each with its own set of criteria and limitations. Common approaches include 
expert opinion panels, user feedback, and context-driven performance testing to assess 
chatbot quality. These are based on criteria such as response rate, complexity management, 
domain-specific information, and ethical aspects such as detecting bias and protecting privacy. 
These methods are often reliant on human judgment, introducing subjectivity and likely 
inconsistencies, particularly when measuring intricate conversational behaviors or unusual 
failure modes. 

One of the first systematic evaluation frameworks for chatbots centered on chatbot 
quality. Author [1] extracted quality attributes from each of the 32 articles and 10 articles and 
grouped them according to similarity. Author noticed that in general, they were aligned with 
the ISO 9241 concept of usability: efficiency, effectiveness, and satisfaction. They introduced 
qualities such as linguistic accuracy, robustness, humanity, and ethical behavior. These 
methodologies are currently evaluated using the Analytic Hierarchy Process (AHP), a decision-
theoretic approach that involves pairwise comparisons of attributes and depends on subjective 
prioritization by human evaluators. Although well considered, this method is input-intensive, 
lacks real-time responsiveness, and is labor-intensive as it requires human-centered evaluation. 

Author [2] expanded on existing frameworks by introducing a quantitative evaluation 
model tailored specifically for financial services. This analytical framework evaluates chatbots 
on four basic dimensions: conversational and cognitive intelligence, user experience, 
operational efficiency, and ethical compliance. Author introduced metrics such as NLU 
accuracy, F1 score, semantic similarity, BLEU score, and compliance rate, suited to domain-
specific requirements such as compliance with GDPR and AML. While exhaustive in scope, 
this framework also relies on human-annotated data and static sets of evaluations, failing to 
include dynamism in evolving conversations or chatbot behavior at runtime. 

Author [3] provide a robust analysis of chatbot evaluation practices centering on 
enhancing user trust in conversational systems based on AI. The authors reveal serious 
loopholes in prevailing test practices, notably on the reliability, consistency, and ethical 
conduct of large language model (LLM)-based chatbots. They argue that traditional evaluation 
techniques from software testing (such as integration and unit testing) and standard AI metrics 
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(like accuracy and recall) fall short in capturing complex dimensions of trust, including 
explainability, fairness, and long-term societal impact. This argument is strengthened through 
an eye-opening case study showcasing inconsistencies in ChatGPT’s answers to identical 
questions when posed with names belonging to different race-based backgrounds [3]. This 
study by author classifies chatbot evaluation from three viewpoints: as human-collaborative 
tools, as AI models, and as software systems, thus reflecting on every aspect of the field. A 
novel contribution to the field involves modeling chatbots as dynamical systems, where 
conversations are viewed as sequences of evolving system states influenced by user input. This 
approach introduces a trust-based evaluation framework that integrates concepts from 
software engineering, randomized controlled trials, and fairness testing. However, this line of 
research remains in its conceptual phase, lacking empirical validation or concrete development 
guidelines, which limits its practical applicability shortly. Nonetheless, it represents a valuable 
and theoretically robust contribution to the field, raising important questions about the need 
for more standardized and user-centered evaluation frameworks in the development of 
trustworthy and reliable chatbot systems. 

Author [4] introduced a persona-based framework to evaluate LLMs’ bias toward elite 
universities by comparing generated professional profiles with actual LinkedIn data, revealing 
a strong skew toward prestigious institutions. Similarly, authors [5]  explored how persona 
attributes, such as race or professional roles, influence model outputs, finding that LLMs often 
reflect societal stereotypes or overgeneralizations. Other works, like EvalGPT [6] and LLM-
as-a-Judge [7], proposed automated evaluation frameworks using LLMs themselves to assess 
outputs based on coherence, helpfulness, and ethical alignment. 

Author [8] assessed bias in personalized education by introducing both Mean Absolute 
Bias and Maximum Difference Bias metrics over a large set of educational explanations, 
showing consistent disparities across income, disability, and demographic levels. Author [9] 
offered a critical survey of bias and sensitivity in LLM evaluation, framing a taxonomy of bias 
metrics, datasets, and mitigation techniques across embedding, probability, and text-generation 
layers. Author[10] built on persona-prompted studies by quantifying semantic shifts in 
responses across power-disparate social scenarios using cosine similarity and model-judged 
preference rates to reveal a default demographic bias in LLM replies. 

Table 1. Comparison of Evaluation Approaches 

Approach Criteria/Category Strengths Gaps/Limitations 

Expert Review & User 
Feedback 

Human-centric, con-
textual 

Rich qualitative 
insights 

May contain biased 
judgment, not scalable 

Performance 
Benchmarking 

Speed, accuracy, 
knowledge 

Objective, repeatable Ignores real-world 
complexity 

Human-Centric 
Evaluation 

Usability, trust, empathy Captures user 
perception 

Labor-intensive, 
inconsistent 

Adversarial & 
Robustness Testing 

Security, bias, edge cases Identifies 
vulnerabilities 

Often limited in scope 

Step/Workflow- Level 
Testing 

Component & process 
validation 

Debug specific 
functionalities 

Siloed, lacks a holistic 
view 

A summary of existing evaluation approaches and their gaps is given in Table 1. 
The emergence of agent-based systems for AI has induced more systematic 

approaches to evaluation. These involve benchmarking performance with standardized 
datasets, human-based evaluation (e.g., A/B tests, user satisfaction ratings), and adversarial 
probing for robustness and bias. In addition, most existing frameworks value precision and 
efficiency over adaptability, integration into workflow, and resistance to adversarial or edge-
case input. 
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Table 2. Comparison of Previous Strategies in Chatbot Evaluation Literature 

Reference Findings Problems 

[1] Radziwill & Benton 
(2017) 

AHP-based evaluation framework 
measuring chatbot quality across 
effectiveness, satisfaction, efficiency, and 
ethics. 

No empirical validation; lacks 
practical implementation; limited 
to conceptual modeling. 

[2] Gupta, Ranjan & 
Singh (2025) 

Multi-dimensional chatbot evaluation 
across cognition, UX, operations, and 
regulatory compliance. 

Tailored for the financial 
industry; complex to generalize; 
real-time testing feasibility is 
limited. 

[3] Srivastava et al. 
(2023) 

Surveyed trust and usability issues in 
chatbot testing, proposing conceptual 
best practices. 

No quantitative methods 
proposed; lacks reproducibility 
in real settings. 

[4] Devlin et al. (2018, 
BERT) 

Pre-trained transformer model enabling 
fine-tuning for NLP tasks, foundational 
for LLMs. 

Not conversational by design; 
expensive to train; limited 
contextual memory for dialogue. 

[11] Gupta & Ranjan 
(2024) LLM Bias 

Probes LLMs’ bias toward elite 
universities using persona simulations vs 
real LinkedIn profiles. 

Static sampling; prompt-
sensitive; shows bias but lacks 
mitigation tools. 

[12] Gupta et al. (2024) 
Sentiment 

Reviews sentiment analysis evolution, 
from rule-based systems to LLMs; 
discusses sarcasm and bias detection. 

Only review-based; lacks an 
implementation framework or 
chatbot testing integration. 

[6][19] Zhou et al. 
(2023) Eval-GPT 

A GPT-based framework automatically 
scores LLM outputs for coherence, 
factuality, and harmfulness. 

Scoring-based requires internal 
knowledge. 

[7][20] Zheng et al. 
(2023) LLM-as-Judge 

Evaluates LLMs on helpfulness, 
harmlessness, and correctness using 
LLMs themselves as judges. 

Prone to bias; relies on prompt 
engineering; doesn’t evaluate 
dialog flow or consistency. 

[13] Chang et al. (2023) 
Arena-Hard 

Introduces an adversarial prompt-based 
benchmark for robustness testing in 
multi-turn chat. 

Evaluation skewed toward 
synthetic inputs; limited 
generalizability to real-world use. 

[5] OpenAI (2023) 
GPT-4 Report 

Uses internal benchmarks to evaluate 
GPT-4 on language understanding, 
reasoning, and safety; multi-task testing 
strategy. 

Evaluation approach is 
proprietary; limited 
reproducibility; lacks external 
auditability. 

[8] Wang et al. (2024) 
TrustLLM 

Proposes a benchmarking toolkit for 
fairness, toxicity, and robustness 
assessment across LLMs. 

Binary score limitation; English-
only bias; doesn’t focus on 
conversational continuity. 

[14] Kraus et al., 2024 – 
AAAI (Customer 
Service Combining 
Human Operators and 
Virtual Agents) 

Shows that hybrid systems of human 
operators and virtual agents can improve 
customer service quality by leveraging 
strengths of both. Calls for 
multidisciplinary AI integration (AI, UX, 
cognitive science). 

Lacks concrete implementation 
frameworks; minimal empirical 
evidence on large-scale 
deployments. 

[15] Bradeško & 
Mladenić, 2012 – A 
Survey of Chatbot 
Systems through 
Loebner Prize 

Tracks chatbot evolution from ELIZA’s 
pattern matching to ontology-based 
reasoning; Loebner Prize fosters 
comparison of conversational agents. 

Loebner format encourages 
superficial human-like tricks 
rather than true intelligence; 
lacks standardization and 
collaboration. 
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Gu et al., 2025 – A 
Survey on LLM-as-a-
Judge 

Formalizes “LLM-as-a-Judge” concept; 
categorizes methods (in-context learning, 
model selection, post-processing); 
identifies reliability, bias, and evaluation 
metrics as key issues. 

Field is fragmented, lacking 
standard benchmarks and 
reliability protocols; susceptible 
to bias and adversarial inputs. 

Li et al., 2024 – LLMs-
as-Judges: A 
Comprehensive Survey 
on LLM-based 
Evaluation Methods 

Provides taxonomy of LLM-based 
evaluation across functionality, 
methodology, applications, and 
limitations; discusses single/multi-LLM 
setups and human-AI collaboration. 

Prone to biases (presentation, 
social, content, cognitive), 
hallucination, and domain 
knowledge gaps; scaling multi-
LLM systems is resource-
intensive. 

[16] Cantini et al. (2025) 
– Benchmarking 
Adversarial Robustness 
to Bias Elicitation in 
LLMs 

• Proposed a scalable LLM-as-a-Judge 
framework for automated bias robustness 
evaluation. • Released CLEAR-Bias 
dataset (4,400 prompts, 7 isolated + 3 
intersectional bias types, 7 jailbreak 
methods). • Found LLMs handle isolated 
biases (religion, sexual orientation) better 
than intersectional biases (gender–
ethnicity, etc.). • Larger models not always 
safer; sophisticated jailbreaks can bypass 
safety. 

• LLM-as-a-Judge may inherit 
biases from its own training. • 
Dataset may not cover all real-
world or cultural contexts. • 
Safety threshold (τ=0.5) is 
arbitrary. • Limited 
multilingual/low-resource 
evaluation. • Metrics lack widely 
accepted baselines. 

[17] Abran et al. (2003) 
– Consolidating the 
ISO Usability Models 

• Compared and integrated ISO 9241-11 
(process-oriented) and ISO 9126 
(product-oriented) usability standards. • 
Proposed a consolidated model unifying 
definitions and attributes (e.g., learnability, 
operability) to reduce inconsistencies. • 
Highlighted need for clearer measures, 
integration into software engineering 
practice, and tool support. 

• Existing ISO models have 
overlapping/unclear concepts, 
static structure, and lack project 
phase linkage. • No detailed 
guidance on metric 
selection/interpretation. • 
Limited consideration of 
context-specific usability needs. • 
Not fully aligned with 
agile/modern development 
practices. 

[18] EU GDPR – 
Practical Guide (gdpr-
info.eu) 

Establishes comprehensive, harmonized 
EU/EEA data protection rules with core 
principles (lawfulness, fairness, 
transparency), strong data subject rights, 
extraterritorial scope, and clear controller–
processor obligations. 

Legal wording is broad, making 
implementation context-
dependent; enforcement across 
borders is slow and inconsistent; 
smaller organizations face high 
compliance burdens. 

[19] Lundberg & Lee 
(2017) – SHAP: A 
Unified Approach to 
Interpreting Model 
Predictions 

Proposes SHAP values as a unified, 
theoretically grounded framework for 
additive feature attribution; satisfies local 
accuracy, missingness, and consistency; 
unifies methods like LIME, DeepLIFT, 
and Shapley values; improves 
interpretability and alignment with human 
intuition. 

High computational cost for 
exact SHAP values; 
approximations require 
independence/linearity 
assumptions; performance 
depends on mapping function 
and sampling; scalability to very 
large feature sets remains 
challenging. 

https://gdpr-info.eu/
https://gdpr-info.eu/
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[20] Coniam (2014) – 
The Linguistic 
Accuracy of Chatbots: 
Usability from an ESL 
Perspective 

ESL-focused evaluation of five award-
winning chatbots; grammatical accuracy 
generally high (~88%), but combined 
grammar+meaning fit drops below 60%; 
some bots have broad vocabulary and 
handle spelling well; potential for language 
learning practice. 

Responses often meaningless or 
irrelevant despite grammaticality; 
reliance on pattern matching 
leads to redundancy and lack of 
context awareness; limited 
conversational memory; 
evaluation based on one 
evaluator and set prompts, 
limiting generalizability. 

Key Gaps Identified: 
Excessive dependency on human judgment, limiting scaling, and consistency. 
Insufficient coverage of real-life, dynamic, and conflict-prone situations. 
Limited integration with adaptability and workflow-level complexity in testing. 
The under-representation of complete, automatic, and agent-based assessment frameworks. 
Proposed Solution: 

To overcome these limitations, the current research suggests an AI agentic test system 
that utilizes autonomous evaluator agents to test chatbots systematically in different 
dynamically created scenarios. Compared to the current frameworks, the proposed system: 

Automates the evaluation process by deploying multiple AI agents that simulate varied 
user behaviours and intents, reducing reliance on human judgment and enabling scalable, 
repeatable assessments. 

Covers real-world complexity by generating both typical and edge-case interactions, 
including adversarial and ambiguous queries, to rigorously test chatbot robustness, 
adaptability, and ethical compliance. 

Integrates workflow-level analysis, allowing agents to engage in multistep 
conversations and task sequences, thereby evaluating the chatbot’s performance in realistic, 
end-to-end user journeys. 

Provides structured, quantitative, and qualitative feedback on chatbot capabilities, 
including ethical compliance, accuracy, task completion, contextual awareness, and fairness. 

This agent-based approach stands out by bridging the gap between static, isolated 
benchmarks and the dynamic, unpredictable conditions encountered in real-world chatbot 
deployment. Automated generation and evaluation of scenarios allows the system to achieve 
global coverage, consistent, and actionable results, overcoming the fundamental gaps of 
existing work and moving the quality of chatbot assurance forward. 
Methodology: 

This research presents an AI agent-based framework for automated chatbot 
evaluation. The methodology involves a modular architecture where a single chatbot is tested 
under multiple types of input, called the Bot Under Test (BUT), which is evaluated by focusing 
on three critical evaluation dimensions: contextual understanding, domain-specific relevance, 
and robustness against hallucinations or irrelevant inputs. The system leverages autonomous 
agents to simulate real-world interactions, generate structured test cases, and evaluate chatbot 
performance using various evaluation agents. The workflow is shown in Figure 2. 

To perform this test, the system followed a step-by-step pipeline controlled by AI 
agents. These agents simulated users, asked questions, evaluated answers, and generated 
reports. 
At the outset, the system requires two initial states to be provided as input. 

The role of the target system may need to be identified to allow the evaluation 
framework to tailor its interactions according to the system’s intended domain or function. 
This could influence how queries are generated and interpreted. 
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The way the testing system adopts roles for contextual and domain-specific 
interactions (e.g., simulating a patient when evaluating a medical chatbot) may require 
clarification. It might be necessary to describe how role-switching is handled during multi-turn 
evaluation. 

 
Figure 2. Flow graph of chatbot evaluation system using Agentic AI approach 

Starting the System: 
The system begins from a defined starting point, where we launched the target chatbot 

(referred to as BUT) that we intended to evaluate. The system also activated three primary 
types of agents: one dedicated to generating capability-focused questions for domain relevancy 
testing, another for conducting adversarial testing, and a third responsible for managing 
conversations and maintaining context throughout the interaction. 
Three Types of Testing Agents: 
Here’s a closer look at the process used to evaluate each chatbot. 
Context Testing Agent: 

The context testing agent has full conversations with the chatbot like a human and a 
bot. It kept long conversations with an included short-term memory to maintain context. 
Check whether the chatbot remembers what the user said before. 
For example: 

 
An effective chatbot should recognize that this is a follow-up rather than a completely 

new question. To assess this ability, we used a metric called Context Retention. It is quantified 
using the following mathematical formula. 

 (1) 
Adversarial Testing Agent: 

The adversarial testing agent generated random, off-topic, or tricky questions. These 
might include irrelevant questions or potential hallucination triggers, or injection techniques. 

This test evaluates whether the chatbot generated hallucinated responses answers that 
are fabricated or unsupported and should not be provided. The evaluation checks whether the 
chatbot appropriately refuses unsafe or nonsensical queries and whether it is resilient against 
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attacks like prompt injection. This is assessed if BUT can leak some secret or prohibited 
information. 

For example, when interacting with a medical chatbot, it did not respond to off-
domain topics such as: 

 

 
Domain-Specific Relevance Testing Agent: 

The Domain-specific testing agent simulates a real user with a specific need, such as a 
patient, student, or bank customer, and asks questions relevant to the chatbot’s domain. The 
chatbot is then evaluated based on whether it provides accurate and helpful responses. 
Example: 

The chatbot’s response is evaluated by measuring its accuracy and the semantic 
similarity to the expected response based on its defined role. 
Evaluation Agent: 

All chatbot responses are processed through the evaluation tool, which provides 
feedback across several dimensions, including contextual understanding, domain-specific 
relevance, and robustness against hallucinations or irrelevant inputs. In addition, several 
supplementary metrics are assessed for the chatbot. The formulas corresponding to each 
evaluation criterion are provided below: 

 (2) 

 (3) 

 (4) 
Report Generation Agent: 

Then, the evaluation results were sent for report generation, which produced a 
comprehensive performance report. The report highlighted the chatbot’s strengths and 
weaknesses, documented any unexpected behaviors (if present), and identified potential risk 
areas. These risk areas included aspects such as completeness, security, ethical concerns, 
hallucination tendencies, and irrelevance. 

Table 3. Summary of Key Metrics Used 

Metric What it Measures 

Context Retention Memory of past messages 

Capability Focused Queries % of tasks successfully done 
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Hallucination Rate How often does it give made-up 
answers? 

Security & Ethical Data privacy, truthfulness 

Metric What it Measures 

Unexpected Behaviours How often does it act unpredictably 
or deviate from expected norms 

Results and Experiments: 
To evaluate the effectiveness of the proposed AI agentic testing system, we tested 

multiple chatbot models, including Fine-Tuned, Prompt Engineered, and RAG systems with 
both well-designed and poorly crafted prompts across a range of domains, using autonomous 
agents powered by Llama, Mistral, and Gemma. Each model was evaluated based on multiturn 
conversation scenarios in domains such as customer support, healthcare advice, and finance 
assistance. The evaluation was conducted using a set of dynamically generated queries and 
their responses from BUT. 

The evaluation agent simulated realistic user interactions by incorporating 
interruptions, rephrased inputs, and context-dependent follow-up questions. All chatbot 
responses were autonomously evaluated, and the results were presented in structured and 
visualized reports. 

We tested a total of 385 chatbot systems and recorded their evaluation metrics. A 
summary of these metrics is presented in Table 5. 
Qualitative Results: 

The average evaluation responses for the chatbot models, categorized as Prompt-
Engineered and Fine-Tuned, are summarized in Table 4, and some samples are also shown in 
Figure 5. 

Table 4. Comparison of different chatbot systems 

Metric RAG with 
Prompt 
Engineering 

Prompt 
Engineering 

Fine-Tuned 
Models (Large 
Dataset) 

Fine-Tuned 
Models (Small 
Dataset) 

Context Retention Moderate to High Low High Inconsistent 

Capability 
Focused Queries 

High Moderate to Low Very High Moderate 

Hallucination Rate Low to Moderate High Low High 

Security & Ethical High (if prompts 
are cautious) 

Low (sometimes 
allows unsafe 
behavior) 

Very High (if 
tuned well) 

Low (may give 
unsafe 
responses) 

Unexpected 
Behaviors 

Rare Rare Rare Moderate 

These results highlighted the importance of methodical development and evaluation 
of chatbot systems. It shows that fine-tuned models work well when the data used to train 
them is high-quality, relevant to the task, and checked carefully for context, fairness, and 
possible attacks or weaknesses. They’re more stable and consistent in specific domains because 
their behavior is shaped by the data they’re trained on. On the other hand, prompt-based 
chatbot systems can perform surprisingly well without extra training, especially when the 
prompts are written and specific to the task. But if the prompt is vague, too general, or worded 
confusingly, the model’s responses can break down or produce unreliable results, especially 
when facing tricky or misleading inputs. They may lack some information. 
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Figure 3. Detailed workflow of the agentic AI chatbot testing system 

Agentic Chatbot systems take things a step further. They make decisions over multiple 
steps and often rely on chaining prompts together. This means even a small error in one step, 
whether due to unclear context, domain mismatch, or adversarial input, can snowball into 
bigger problems. Because of that, choosing between fine-tuning and prompting depends a lot 
on what the model is being used for, how sensitive the information is, and how complex or 
critical the task is. In all cases, checking for context, domain accuracy, and resilience to tricky 
inputs is key. Mostly, security breaches occurred in Agentic systems. 

Chatbot testing agents need to evaluate not only performance metrics like accuracy 
but also trust-related metrics to ensure the chatbot is safe, reliable, and user-friendly in real-
world deployment. 

 
Figure 4. Graphical representation of Avg Response rate (Left) and Divergence Rate (Right) 

of tested examples of chatbots. 
Table 5. Chatbot Evaluation Summary Metrics 

Test Category Metric Value 

Overall 
Performance 

Task Completion Rate 99% 

Evaluation Time Window 20 minutes 

Divergence Rate Prompt-Engineered 45% 
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RAG + Prompt Engineering 36% 

Fine-Tuned Systems <10% 

Capability Testing 
Adversarial Testing 

Avg. Time per Query 6 minutes 

Total Queries 20 

Queries Completed 20/20 

Contextual Testing Avg. Time per Query 6 minutes 

Total Queries 20 

Queries Completed 20/20 

Capability Testing Avg. Time per Query 10 minutes 

Total Queries 20 

Queries Completed 20/20 

Visual Evaluation: 
A chatbot's performance evaluation for different types of chatbots is shown in Figures 

5-7 

 

 

(a) 
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Figure 5. Chatbot Evaluation report of Bad Chatbot (left), and Chatbot evaluation report 

of Good Chatbot (right). 
From the above example, we concluded that the chatbot under evaluation provided 

overly general responses, lacked contextual understanding, showed insufficient clarity in its 
defined capabilities, and failed to maintain conversation context. 
Observations and Insights: 
Agent Autonomy: 

The LLM-powered evaluation agent successfully generated relevant prompts for 
model capability-focused, adversarial, and context-aware testing and performed coherent 
multi-turn conversations without human input. It was particularly effective at testing edge 
cases and linguistic variations (e.g., typos, sarcasm, code-switching). 
Metric Diversity: 

The combination of metrics ( i.e., context retention, capability-focused queries, 
hallucination rate, unexpected Behaviours ) with agent-based subjective analysis (e.g., tone 
detection, ethical reasoning) provided a more holistic understanding of chatbot performance 
than traditional methods. 
Scalability: 

The agentic system demonstrated the ability to evaluate chatbot systems using multiple 
techniques simultaneously, enabling side-by-side performance comparisons and supporting 
regression testing during system updates. 
Error Detection: 

In several instances, the agent identified hallucinated or misleading responses that 
traditional test scripts failed to detect. This highlights the critical role of semantic-level 
evaluation in assessing LLM-driven systems. 

 

(b) 
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Figure 6. Evaluation Report generated automatically by an AI agent 

 
Figure 7. Snapshots of evaluation reports highlighting different testing parameters, 

including example interactions where models either failed or succeeded. 
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Discussion: 
While previous frameworks have advanced chatbot evaluation using accuracy metrics, 

prompt comparison, or crowd judgments, they often fall short in addressing real-world 
security threats and producing outputs that are interpretable by non-technical stakeholders. 
Our approach complements these efforts by introducing agent-based adversarial evaluation 
that actively probes for injection vulnerabilities and unsafe behaviors, simulating how 
malicious prompts might affect system reliability. This offers practical safeguards not typically 
covered in metric-heavy benchmarks. 

In addition, we move beyond raw scores by generating human-readable reports that 
explain evaluation results in clear, contextual language. These summaries are designed to be 
understandable by decision-makers and auditors without requiring deep knowledge of LLM 
internals, making the framework more accessible and actionable in applied settings such as 
healthcare, finance, or education policy. Rather than replacing earlier methods, our work builds 
on their strengths while extending their usability and safety focus. 
Conclusion: 

In summary, this research demonstrates that an AI agentic evaluation approach offers 
a more thorough, scalable, and efficient method for assessing conversational AI chatbots 
compared to traditional techniques. By using autonomous agents to simulate a wide range of 
user interactions, including context retention, domain relevance, and adversarial scenarios, the 
system uncovers strengths and weaknesses that static or human-driven methods often miss. 
The results show that this agentic framework not only identifies more edge cases and potential 
failures but also significantly reduces evaluation time, supporting the development of more 
reliable and robust chatbot systems. 
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