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hyroid Disease (TD) arises when the thyroid gland either grows abnormally or does 
not generate enough thyroid hormones, and might cause serious health issues and 
consequences. Early and efficient identification of thyroid disease is important for 

improved clinical intervention and disease management. By combining sophisticated and 
advanced machine learning models with a range of advanced feature selection strategies, this 
research study aims to enhance the classification of thyroid disease based on a machine 
learning based diagnostic system. The preprocessed dataset used in this study and the trials 
were taken from the machine learning repository at the University of California, Irvine (UCI). 
We employ two popular feature selection techniques- Chi-Square, and Recursive Feature 
Elimination, and a dimensionality reduction technique Linear Discriminant Analysis (LDA), 
and to choose the best features from the dataset for experiments. After selecting the most 
suitable features, they were then used to train and test the machine learning models: Multi-
Layer Perceptron (MLP), Gradient Boost (GB), and Recurrent Neural Network (RNN). 
Evaluation matrices, accuracy, precision, recall, and F1-score were used to assess models' 
performance. The experimental results show that the machine learning model Gradient Boost 
(GB) outperformed the other models and yielded an accuracy of 99%, indicating its ability to 
classify the Thyroid Disease (TD) accurately. The proposed research work helps to create an 
intelligent decision-support system for medical diagnostics by offering an understandable and 
reliable framework for Thyroid Detection. 
Keywords: Thyroid Disease, Hormones, Feature Selection, Linear Discriminant Analysis, 
Chi-Square, Recursive Feature Elimination, Machine Learning Based Diagnostic System 
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Introduction: 
The thyroid, one of the body’s most vital organs, produces hormones essential for 

numerous physiological processes. Once released into the bloodstream, these hormones 
circulate throughout the body, regulating growth and metabolism. This indicates that the 
thyroid directly influences how the body utilizes energy and sustains overall physiological 
balance. The thyroid gland is perfectly positioned to perform its functions because it is located 
in the neck, just below the Adam's apple. Understanding thyroid function is essential, as it 
serves as a key basis for investigating and diagnosing various disorders linked to hormonal 
imbalances. By producing hormones necessary for growth and metabolism, the thyroid 
ensures that the body's energy needs are met, promoting overall health and well-being [1]. 
Thyroid disease is ranked 2nd after diabetes by the prominent healthcare organization WHO 
(World Health Organization). Iodine-deficient areas are home to almost one-third of the 
world's population. In regions where iodine intake falls below 25 micrograms per day, 
congenital hypothyroidism is common, while areas with daily iodine consumption under 50 
micrograms typically experience a higher prevalence of goitre. [2]. The thyroid gland is 
composed of two basic hormones known as triiodothyronine (T3) and levothyroxine (T4). T3 
and T4 are the iodine-rich hormones in vertebrates, produced by the iodine consumed with 
food, which control the blood pressure, body temperature, and heartbeat. The inside pituitary 
gland synthesizes the serum thyrotropin (TSH), which in turn is responsible for regulating the 
production of T3 and T4 hormones. [3][4][5].  

Iodine deficiency is the leading cause of thyroid disease, though other factors may also 
contribute. Thyroid conditions generally occur in three states: euthyroidism, hyperthyroidism, 
and hypothyroidism. Euthyroidism refers to normal hormone production, hyperthyroidism to 
excessive hormone production, and hypothyroidism to insufficient or impaired hormone 
production in the body. The primary factor of thyroid disease is the deficiency of iodine; 
however, other factors also cause thyroid disease. Three states of thyroid disease are 
“Euthyroidism”, “hyperthyroidism”, and the last one is “hypothyroidism”, where 
Euthyroidism indicates normal production of hormones, hyperthyroidism indicates more 
production of hormones, while hypothyroidism indicates faulty production of thyroid 
hormones in the human body. In iodine-sufficient populations, women are up to ten times 
more likely than men to develop hyperthyroidism, affecting approximately 0.5–2% of the 
female population [2]. The primary causes of Hypothyroidism are inadequate thyroid hormone 
production and inadequate alternative therapy. Between 1% and 2% of people in iodine-
depleted areas have hypothyroidism, which is more prevalent in elderly women and ten times 
more likely in women than in males [2]. The Thyroid disease is a lifelong disease, but Transient 
thyroid disease is a short-term disease and lasts for several months or less than one year [6]. 
Studies show that around 12% of individuals experience thyroid disease at some point in their 
lifetime, with women being 5–8 times more likely than men to be affected. This higher 
prevalence among women is partly due to pregnancy, during which the thyroid gland enlarges 
by about 10% in iodine-sufficient regions and by 20–40% in iodine-deficient areas [4]. 

The integration of machine learning and deep learning into the healthcare industry 
offers promising results by providing automatic and improved detection accuracy. A machine 
learning model can learn to find subtle patterns that could point to a disease based on clinical 
data, which has complex and nonlinear connections and relationships. However, the high-
dimensional nature of medical data, which frequently contains duplicate and irrelevant 
features, poses substantial issues and potentially leads to model overfitting and increases the 
computational cost. Although earlier research has demonstrated that individual models such 
as Random Forest or XG-Boost are effective for thyroid diagnosis, a thorough examination 
of the interactions between various feature selection techniques and various model 
architectures, from ensemble approaches to deep neural networks, remains understudied. By 
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putting forth a strong machine learning (ML)-based detection framework that methodically 
examines the synergy between sophisticated feature selection methods and competent 
machine learning algorithms, this study seeks to close this gap. The goal of our work is to 
construct intelligent clinical decision-support systems by identifying the most effective and 
interpretable pipeline for thyroid disease detection, in addition to achieving high accuracy. 
Related Work: 

The primary cause of thyroid disease is the abnormal growth of thyroid tissues. 
Disorders occur when the gland produces either an excess or a deficiency of hormones relative 
to the normal range. In this study, the authors analyzed the dataset using L1- and L2-based 
feature selection methods, achieving 100% accuracy with Naïve Bayes and Logistic Regression, 
while KNN attained an accuracy of 97.8% [3]. Machine learning plays a vital role in the timely 
detection of thyroid disease, and timely detection indeed leads to timely treatment. The authors 
[1] classify the data based on sampled and unsampled datasets and achieve an accuracy of 
94.8% with the random forest ensemble method.. The thyroid gland, one of the largest 
endocrine organs in the human body, plays a key role in regulating metabolism, and its early 
disease detection can significantly reduce mortality rates.  The CNN generates an accuracy of 
97% with medical images, 94% with ultrasound images, and CT scan images [7]. Human health 
is important, and society tries to care for the patient as quickly as possible. Thyroid is one of 
the diseases that affects the global population. Artificial intelligence offers effective methods 
for thyroid disease detection; for instance, applied XGBoost and achieved an accuracy of 99%, 
demonstrating outstanding results 

Thyroid disease results from the abnormal production of TSH, T3, and T4 hormones, 
and many patients remain untreated due to delayed or missed detection. Machine learning 
assists healthcare by detecting such diseases earlier; for this purpose, KNN, Naïve Bayes, 
Random Forest, and other algorithms are used [5]. Thyroid disease increases with the passage 
of time since 1990, thyroid cancer become another rising problem, deep CNN is used for 
thyroid cancer detection due to its prominent results, and applied by the author with the 
accuracy rate of 90.8% for female patients and 90.1% for male patients [8]. The use of machine 
learning and artificial intelligence in healthcare has expanded rapidly, with early-stage disease 
detection being one of its key applications. Automated systems for detecting thyroid disease 
are particularly crucial, as they can save both lives and healthcare costs.  [9]. Thyroid disease is 
increasing rapidly worldwide and affects people in India as well. This study applies various 
methods, including KNN, XGBoost, Logistic Regression, and Decision Tree, with XGBoost 
achieving the highest accuracy of 98.5% [10]. In the Human body, all metabolic processes and 
reproductive activities that are necessary for neuron development and growth of the human 
body depend on thyroid hormones; a deficiency might affect the population, as well as have 
some negative effects. For early detection, the authors [11] use Type-2 Fuzzy SVM with 
various optimization techniques and achieve 99% accuracy. Machine learning models are 
widely used as a tool for thyroid disease detection. The authors employed filter-based feature 
selection combined with a stacked ensemble approach, ultimately achieving an accuracy of 
99.9% in their experiments [12]. 

Despite the promising results, our proposed work aims to address a number of 
limitations in the current literature. First, without doing a thorough analysis of the effects of 
feature selection tactics/techniques, many researchers describe performance mainly in terms 
of accuracy only. For instance, the study conducted by compares several algorithms, but they 
don’t focus on feature selection methods. Furthermore, a comparative examination of the 
numerous FS method types (filter, wrapper, and embedding) applied to the identical dataset 
and models is inadequate. Although they employed L1/L2 regularization, a type of embedded 
FS, they failed to contrast it against alternative strategies such as Chi-Square, a filter technique, 
or Recursive Feature Elimination (RFE, a wrapper method).  
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Objectives: 
This research is driven by the hypothesis that the integration of machine learning 

models with feature selection and dimensionality reduction methods can significantly enhance 
the diagnosis of thyroid disease. The research study objectives are: 

To validate whether the feature selection methods like RFE and Chi-Square, and the 
dimensionality reduction method LDA, can improve the performance of RNN, GB, and MLP 
by reducing computational time and complexity, and overfitting. 

To investigate which feature selection method, RFE or Chi-Square, is most effective 
in identifying critical biomarkers for detection across different model architectures. 

To establish a benchmark for thyroid disease detection by comparing the efficiency of 
each model before and after selection of the most appropriate feature from the dataset. 
Novelty Statement: 

The novelty of our research study lies in the architecture, a comparative framework 
that rigorously evaluates two feature selection methods, Chi-Square and RFE, and a 
dimensionality reduction method, LDA, across a suite of models, including MLP, GB, and 
RNN. This approach allows us not only to identify the best performance model but also the 
most effective feature selection integration, providing a nuanced understanding that is 
currently missing from the literature.  
Methodology: 

Figure 1 illustrates the proposed methodology of this study, encompassing data 
preprocessing, feature selection, model implementation, and evaluation.  

 
Figure 1. Proposed working methodology for the experiments 

Dataset Details: 
The dataset used in the experiments was sourced from the Garvan Institute repository 

in Sydney, Australia. It comprises 3,772 instances with 30 distinct features. Of the 30 features, 
20 are categorical and the remaining are continuous. Most categorical features are binary 
(True/False), including: query on thyroxine, on antithyroid medication, sick, pregnant, thyroid 
surgery, I131 treatment, query hypothyroid, query hyperthyroid, lithium, goiter, tumor, 
hypopituitary, psych, TSH measured, T3 measured, TT4 measured, T4U measured, FTI 
measured, TBG measured, and referral.  Among the 30 attributes in the dataset, six are 
continuous variables: age, TSH, T3, TT4, T4U, and FTI. These variables are summarized in 
Table 1.  

Table 1. Features in the dataset with continuous values 

S No. Feature Name Description 

1 age Patient’s age 

2 TSH A hormone that stimulates the Thyroid 

3 T3 Triiodothyronine 

4 TT4 Thyroxine Hormone level in the blood bloodstream 

5 T4U Thyroxine Utilization Rate 

6 FTI T4 index for diagnosing Thyroid Disease 
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One of the attributes in the dataset contains a “?” value, which caused an inaccurate 
result. The feature name is “TBG,” and the code fully ignores this feature during the 
implementation of models in the experiments. Some feature also has missing values 
represented by “?”.  
Data Preprocessing: 

Several data preparation techniques were applied in the experiment, as the dataset 
contained missing values, noise, and outliers. Such issues render raw data unsuitable for 
analysis; therefore, effective preprocessing is essential to enhance the efficiency and accuracy 
of large datasets. The following preprocessing steps are applied to the dataset used in the 
experiments: 
Filling the Missing Values: 

In this step, the placeholder value “?” was replaced with NaN values using Python’s 
replace () method. Converting the placeholder values to NaN marked them as missing data, 
making them easier to handle during subsequent processing. Without changing, the 
placeholder values present in the dataset might cause errors or inaccurate results during 
training and testing the models, but also in mathematical calculations. Table 2 shows all the 
features in the dataset used in this research study and their frequency. 

Table 2. Frequency of features in the dataset 

Feature count unique Top Frequency 

Age 3772 94 59 95 

Sex 3772 3 F 2480 

on thyroxine 3772 2 F 3308 

Query on thyroxine 3772 2 F 3722 

on antithyroid medication 3772 2 F 3729 

Sick 3772 2 F 3625 

Pregnant 3772 2 F 3719 

thyroid surgery 3772 2 F 3719 

I131 treatment 3772 2 F 3713 

query hypothyroid 3772 2 F 3538 

query hyperthyroid 3772 2 F 3535 

Lithium 3772 2 F 3754 

Goitre 3772 2 F 3738 

Tumor 3772 2 F 3676 

Hypopituitary 3772 2 F 3771 

Psych 3772 2 F 3588 

TSH measured 3772 2 T 3403 

TSH 3772 288 ? 369 

T3 measured 3772 2 T 3003 

T3 3772 70 ? 769 

TT4 measured 3772 2 T 3541 

TT4 3772 242 ? 231 

T4U measured 3772 2 T 3385 

T4U 3772 147 ? 387 

FTI measured 3772 2 T 3387 

FTI 3772 235 ? 385 

TBG measured 3772 1 F 3772 

TBG 3772 1 ? 3772 

referral source 3772 5 Other 2201 

binaryClass 3772 2 P 3481 
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Finding and Encoding Non-Numeric Columns: 
Some of the columns in the data corpus have a non-numeric type, such as a categorical 

variable, so the label encoder ( ) method of Python is used to convert them to numeric values. 
A label encoder assigns a unique numerical value to each field in a dataset. This step is crucial 
because some of the machine learning models and neural networks cannot work with string 
or categorical values. Label encoders preserve the categorical information as well and make 
sure that each column has a numerical value that is appropriate for calculation. 
Handling Missing Values: 

To address the issue of missing values in the dataset, they were replaced with the 
corresponding column’s mean. This technique ensures a practical approach for handling 
missing data during the training process. Mean imputation is an efficient and straightforward 
method without adding biases and preventing rows and columns from incomplete data in the 
dataset, which might cause errors in later steps.  
Maintaining Numerical Features: 

The dataset is divided into two portions: Features normally represented with X in the 
Python code, and the target variable represented by Y. All the features’ columns are converted 
to Numeric values by using the two numeric method of Python. This process ensures to 
convert features are converted to numbers or NaN values, and this step makes the data feasible 
to be input to machine learning and deep learning models.  
Feature selection: 

The rapid growth of technology and internet applications generates massive amounts 
of data, and managing such vast volumes presents a significant challenge [13]. Feature selection 
is an effective way to remove redundant features and irrelevant features to improve model 
accuracy and reduce computational time. The redundant and irrelevant features lead to low 
performance of the models, as well as the overfitting problem. These unnecessary features 
seriously impact the learning process and training speed. The model’s performance is 
determined by the feature selection technique and algorithm, and the quantity/number of 
features selected from the feature set [14]. The experiments employed three feature selection 
methods: Chi-Square, Linear Discriminant Analysis (LDA), and Recursive Feature 
Elimination (RFE).  
Handling Class Imbalance Problem: 

The distribution of the target variable in the dataset is highly imbalanced, with the 
majority class representing 92% of the instances. In order to ensure that our proposed models 
did not develop biased results toward the majority class, we implemented a two-stage strategy. 
First, all performance metrics (Precision, Recall, F1-Score) were prioritized over raw accuracy 
to provide a more realistic examination of model performance on the minority class. Second, 
we employed the Synthetic Minority Over-sampling Technique (SMOTE) during the training 
stage for the deep learning models used in the experiment (LSTM and MLP), which are notably 
sensitive to imbalanced data. SMOTE produces synthetic samples for the minority class to 
create a balanced training set. The ensemble method (Gradient Boost) is examined both with 
and without class weight adjustment, and its inherent robustness carried out the imbalance 
more efficiently without SMOTE. 
Chi-Square: 

A statistic-based method known as Chi-Square is used to assess and examine the 
relationship between the target variable and categorical variables of the dataset [15]. The Chi-
Square method assesses whether features are dependent on the class label. As a non-parametric 
statistical technique, it helps identify relevant features and is widely applied in analytical tasks 
[15]. Chi-Square determines whether the occurrence of a particular class and a particular phrase 
is independent. Formally, the quantity for each phrase in a given document DDD is estimated, 
and its score is used to rank them [16]. The features are ranked by calculating the weights for 
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each feature based on their importance and are working for data distribution [17]. The 
mathematical equation for the algorithm is:  

χ2 = ∑   
(Oij−Eij)2

Eij
   (i) 

where Oij and Eij are the observed and expected frequencies at the ith row and jth 
column, respectively. Eij is computed as: 

Eij = 
(Total Rows) x (Total Columns)

Grand Total
  (ii) 

Linear Discriminant Analysis (LDA): 
Linear Discriminant Analysis in the study is employed as a dimensionality reduction 

method, rather than a feature selection method. Unlike feature selection methods like RFE 
and Chi-Square used in this research study, which select a subset of the original features of a 
dataset, LDA creates a new, smaller set of features that are linear combinations of the original 
input features. LDA aims to project the data onto a lower-dimensional space that improves 
the separability between the binary classes. In our experiments, the dataset is transformed 
using LDA, and the resulting components are used to train and evaluate the models. This 
proposed approach of LDA is similar to Principal Component Analysis (PCA) and is 
supervised, as it uses class labels to define the axes of maximum discrimination. Within the 
class scatter matrix is Sw, and within the class matrix, Sb, are calculated as: 

𝑆𝑏 = ∑ 𝑛𝑖(𝜇𝑖 − 𝜇)(𝜇𝑖 − 𝜇)𝑇𝐶
𝑖=1   (iii) 

𝑆𝑤 = ∑ ∑ (𝑥 − 𝜇𝑖)(𝑥 − 𝜇𝑖)
𝑇

𝑥∈𝑋𝑖

𝐶
𝑖=1   (iv) 

Recursive Feature Elimination (RFE): 
Recursive Feature Elimination (RFE) helps to identify the most relevant and important 

features for machine learning models and eliminate the less important features iteratively. It 
evaluates model performance across different feature subsets using classification methods [18]. 
Although RFE aims to discard weak features, some of these may become useful when 
combined with others. The algorithm leverages the generalization capability of Support Vector 
Machines (SVM) to enhance feature selection [19]. The following are some equations that RFE 
uses for feature selection and feature ranking. 

𝑦̂ = ∑ 𝑤𝑗𝑥𝑗
𝑝
𝑗=1 + 𝑏  (v) 

Where Wj represents the weight of the i-th feature in the dataset. In RFE, the features are 
based on their importance score: 

𝑅(𝑗) = importance(𝑥𝑗)  (vi) 

Where R(j) is the rank of the feature. Some features are removed based on the lowest 
importance score they achieve; for this, the RFE uses the equation. 

𝑋new = 𝑋old ∖ {𝑥least important} (vii) 

Models used in the Experiments: 
Recurrent Neural Network (RNN): 

The concept of RNN dates back to 1970, when Werbos introduced the concept of 
backpropagation through time (BPTT), which became the foundation for RNN [20]. A 
Recurrent Neural Network (RNN) is a deep learning model designed to process sequential or 
time-series data by learning patterns that evolve. Similar to other neural networks, an RNN is 
composed of processing units called neurons, which are organized into layers [21]. Because of 
high-dimensional hidden vectors and non-linear dynamics, RNNs can store and process 
previous information [22]. The architecture of an RNN typically consists of three layers: the 
input layer, the hidden layer, and the output layer. Each layer contains neurons, with recurrent 
connections that enable information to be iteratively passed through the network.  In the 
hidden layer, perform the calculation by combining the current input and the previous hidden 
state. The choice of activation function also affects the RNN; activation functions are Sigmoid, 
ReLu, Identity, and Tanh [20]. Figure 2 illustrates the internal structure of an RNN, showing 
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how information flows sequentially from one layer to the next. During backpropagation, the 
network traces errors backward through previous steps before generating the final output.  

The RNN used in this research experiment consists of an LSTM input layer with 64 
neurons and with Tanh activation function, to handle overfitting, a dropout layer with a rate 
of 0.3 is added, a fully connected dense layer with 32 neurons and ReLu activation function, a 
second dropout layer with a rate of 0.3 is also added. And a final dense output layer with only 
one neuron and a Sigmoid activation function for binary classification is added. The RNN is 
compiled with Adam Optimizer, trained with Binary Cross-Entropy as a loss function and 
accuracy as the evaluation metric. It is trained with 100 epochs, and a batch size of 32 is 
selected.  

 
Figure 2. Working Mechanism of Recurrent Neural Network (RNN) 

Gradient Boost (GB): 
Boosting algorithms are ensemble methods that combine weak learners, such as 

decision trees, to build a stronger and more accurate predictive model. While weak learners 
perform poorly on their own, boosting enhances their proficiency by iteratively improving 
their performance  [23]. Gradient boost is a boosting algorithm used for classification and 
regression problems by finding a proximation [24]. GB represents a decision tree for large and 
complicated datasets and combines a weak prediction model to perform well. It arranges the 
model in such a way that the next model learns from the error or loss function of the previous 
model [25]. Gradient Boosting is a powerful ensemble method available in several variants, 
including AdaBoost, XGBoost, and LightGBM, among others [26]. and is used in many 
applications like multi-class classification, ranking, and in click prediction [27].  

Gradient Boosting is highly adaptable and can be tailored to specific data-related tasks. 
It allows flexibility in designing and selecting loss functions, making boosting algorithms easy 
to implement and experiment with across different models [26]. Figure 3 depicts the internal 
working mechanism of Gradient Boost, where multiple weak learner algorithms are 
sequentially trained to reduce the prediction error.  

 
Figure 3. Working Mechanism of the Ensemble Method: Gradient Boost 

The model Gradient Boost is used in experiments with Max-Depth 3, the number of 
weak learners (n_ n_estimator) is 100, with a learning rate of 0.8, and the subsample size is 0.8 
to improve randomness and improve robustness. 

Multi-Layer Perceptron (MLP)Artificial Neural Networks are inspired by the living 
organisms' neuron system. They are widely used to address complex problems, particularly in 
situations where statistical mapping is required to transform input data into the desired output 
[28]. MLP is a feedforward neural network that converts a collection of input data into output 
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and is the modified version of the standard linear perceptron with layers of neurons and a 
nonlinear activation function. MLP consists of multiple layers of neurons; the complexity of 
the network changes when the number of layers or the number of neurons in each will 
changes. MLP at least has three layers of neurons: these are, input layer, one or more hidden 
layers, and the output layer [29]. The output layer of the model has a single neuron that 
presents the output of the model. MLP calculates the value of neurons at the current layer 
with the help of an activation function. The backward propagation method first assigns 
random weights to the neurons' connections, which are then modified. Figure 5 shows the 
internal architecture of an MLP, which is made up of several layers of linked neurons that 
move input data from one layer to the next before producing an output.  

The MLP used in Thyroid disease detection experiments is composed of two hidden 
layers with 128 neurons in the first layer, while the 2nd layer consists of 64 neurons. The ReLu 
activation function is used with each hidden layer, and the dropout rate is 0.3 used with each 
hidden layer for regularization. The MLP is compiled with Adam Optimizer, 100 epochs, batch 
size is 40, and binary cross-entropy for binary classification. 

 
Figure 4. Experimental results of GB, RNN, MLP with all features 

 
Figure 5. Working mechanism of Multi-Layer Perceptron (Input, Hidden, and Output 

Layers) 
Results and Discussion: 

In this study, we employed three well-known algorithms: two deep learning models, 
RNN and MLP, and Gradient Boost, an ensemble method. These models were used to 
illustrate different perspectives discussed in the table. The experiments were conducted twice: 
first using all features in the dataset, and then using feature selection methods such as Chi-
Square, LDA, and RFE to extract the most relevant features, after which the experiments were 
repeated with this reduced feature set.  
Experiments with all Features: 

The dataset used in the experiments consists of 30 features, and RNN, MLP, and GB 
are trained and tested with all features. The accuracy of all these models is satisfactory, where 
GB performs outclass with the accuracy of 99.07%, the accuracy of MLP is 95.36%, and finally 
RNN generates 92.31% of accuracy. Table 3 summarizes the performance outcomes of three 
models, GB, MLP, and RNN, using all features in the dataset. 



                                 International Journal of Innovations in Science & Technology 

October 2025|Vol 07 | Issue 04                                                          Page |2392 

Table 3. Performance comparison of GB, MLP, and RNN with all features 

Model Name Accuracy Precision Recall F1-Score 

GB 99.07% 99% 95% 97% 

MLP 95.36% 90% 74% 80% 

RNN 92.31% 85% 92% 89% 

Gradient Boost achieved 99% precision, 95% recall, and a 97% F1-score. The Multi-
Layer Perceptron (MLP) achieved 90% precision, 74% recall, and an 80% F1-score, while the 
Recurrent Neural Network (RNN) achieved 85% precision, 92% recall, and an 89% F1-score, 
respectively. In the trial with every feature, the Gradient Boost ensemble approach performs 
admirably. All of the model's performance evaluations are shown in the table 3. Figure 4 
represents the comparison of evaluation matrices, Accuracy, Precision, Recall, and F1-Score 
for the three models used in this study: Gradient Boost, Recurrent Neural Network, and Multi-
Layer Perceptron, as well as the results generated by these models using all features of the 
dataset.  
Experiments with the Recursive Feature Elimination (RFE) feature selection 
technique: 

To extract the most prominent features from the dataset used in our experiments for 
thyroid disease detection, we implement the Recursive Feature Elimination (RFE) technique. 
By eliminating irrelevant or redundant features, this feature selection method improves 
computational efficiency and mitigates overfitting, thereby enhancing overall model 
performance.  RFE select age, sex, on thyroxine, TSH measured, TSH, T3, TT4, T4U, FTI, 
and referral source, and ignore the other features of the dataset.  

Since thyroid disease is often influenced by factors such as age and hormone levels 
(FTI, T3, TT4, TSH, and T4U), these features were selected based on medical relevance. 
Choosing the most appropriate features and removing the redundant features from the dataset 
shows the improved models. Figure 6 illustrates the comparison of evaluation matrices, 
Accuracy, Precision, Recall, and F1-Score, for GB, MLP, and RNN after applying the 
Recursive Feature Elimination method, and shows how the feature selection technique 
impacts the performance of models.  

 
Figure 6. Experimental results of GB, RNN, and MLP with the RFE feature selection 

method 
Table 4. Performance comparison of GB, MLP, and RNN using the RFE method 

Model Name Accuracy Precision Recall F1-Score 

GB 99% 96% 88% 92% 

MLP 95% 96% 98% 97% 

RNN 94.54% 94.54% 99.86% 97.14% 
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Experiments using Gradient Boost combined with RFE achieved an accuracy of 99%, 
precision of 96%, recall of 88%, and an F1-score of 92%; however, the results indicate only a 
marginal improvement. The use of RFE with the Recurrent Neural Network (RNN) enhanced 
model performance, yielding an accuracy of 94.57%, precision of 94.54%, recall of 99.86%, 
and an F1-score of 97.14%. The result of MLP with RFE is: accuracy 95%, Precision 96%, 
recall 98%, and F1-score 97%. Table 4 depicts the performance evaluation of the three models: 
GB, MLP, and RNN, and applying the RFE feature selection method. 
Experiments with the Chi-Square Feature Selection Technique: 

For thyroid disease detection, we employed the Chi-Square feature selection method 
to pinpoint the features most statistically relevant for accurate classification.  Chi-square is a 
well-known statistical test for feature selection since it measures the association between 
features and the target variable, especially when the data is categorical. After applying the chi-
square tool, it just selects the features sex, on thyroxine, pregnant, query hypothyroid, psych, 
TSH measured, TSH, T3, TT4, and FTI, and discards the rest of the features. The selection 
of these features shows that they are statistically associated with thyroid disease. Figure 7 
illustrates the Accuracy, Precision, Recall, and F1-score for GB, RNN, and MLP following the 
application of the feature selection method Chi-Square, which reduces features statistically and 
influences the reliability and accuracy. 

Using Chi-Square with Gradient Boost resulted in high metrics—99% accuracy, 
precision, recall, and F1-score—but showed only marginal improvement. Better performance 
was observed with Chi-Square combined with Recurrent Neural Networks, where the RNN 
achieved 92% accuracy, 92% precision, 100% recall, and a 96% F1-score. The Multi-Layer 
Perceptron (MLP) with Chi-Square achieved 94% accuracy, 96% precision, 98% recall, and a 
97% F1-score.  Table 5 represents the evaluation performance of models GB, MLP, and RNN, 
and uses Chi-Square as a feature selection method. 

Table 5. Performance comparison of GB, MLP, and RNN using the Chi-square method 

Model Name Accuracy Precision Recall F1-Score 

GB (Gradient Boosting) 99% 96% 88% 92% 

MLP (Multilayer Perceptron) 95% 96% 98% 97% 

RNN (Recurrent Neural Network) 94.54% 94.54% 99.86% 97.14% 

Experiments with the Linear Discriminant Analysis (LDA) feature selection 
technique: 

Linear Discriminant Analysis (LDA) is largely used for dimensionality reduction rather 
than a feature selection technique like RFE and Chi-Square. Instead of selecting an appropriate 
feature, LDA converts the dataset into lower lower-dimensional space. The newly transformed 
feature space is a combination of the existing features; therefore, LDA does not select 
individual features or discard others. Figure 8 represents the Accuracy, Precision, Recall, and 
F1-Score for GB, RNN, and MLP after Linear Discriminant Analysis method for 
dimensionality reduction, which converts the features into low low-dimensional space to 
maximize class separability to maintain model performance. 

When the experiments were conducted by using LDA, the Gradient Boost algorithm 
produced 94% accuracy, 95%, 98%, and the F1-Score with 97%. The MLP generates an 
accuracy of 92%, Precision 92%, Recall 100%, and F1-Score 96%, and the Recurrent Neural 
Network with an accuracy rate of 94.64%, Precision with 95%, Recall 98%, and F1-Score 
produces 97%. Table6 represents the evaluation performance of models GB, MLP, and RNN, 
and LDA as feature selection methods. 
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Figure 7. Experimental results of GB, RNN, and MLP with the Chi-Square feature selection 
method 

Table 6. Performance comparison of GB, MLP, and LDA feature selection methods 

Model Name Accuracy Precision Recall F1-Score 

GB 94% 95% 98% 97% 

MLP 92% 92% 100% 96% 

RNN 94.64% 95% 98% 97% 

 
Figure 8. Experimental results of GB, RNN, and MLP with the LDA feature selection 

method 
Discussion: 

Our research study encompasses a comprehensive examination and comparative use 
of two feature selection methods, like RFE and Chi-Square, and the dimensionality reduction 
algorithm LDA, with the combination of MLP, GB, and RNN. Our study offers a 
straightforward statistical comparison of filter (Chi-Square), a rapper (RFE), and an embedded 
(LDA) technique within the same experimental setup.  
Statistical Significance Analysis 

We perform a statistical significance test to go beyond a descriptive comparison and 
statistically evaluate our results. The predictions of the two top-performing configurations the 
LSTM model optimized using the RFE feature selection technique and the default Gradient 
Boost model were subjected to a McNemar's test. Their binary predictions on the test set were 
subjected to the test. The statistical significance of the variance in classification performance 
between these two models is indicated by the resulting p-value, which was p < 0.05. This result 
statistically demonstrates that although both models attain high accuracy, the LSTM+RFE 
model's greater recall is a result of its significantly altered prediction patterns and distinct error 
profiles. 
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Table 7. Propose research work with features 

Study / Method Dataset & Features 
Feature 

Selection 
Model(s) 

Used 
Best 

Accuracy 
Key Contribution / Limitation 

Our Proposed 
research work 

UCI Thyroid dataset 
with 30 features 

RFE, Chi-
Square, LDA 

GB, MLP, 
RNN 

99% 

Combines two feature selection and a 
dimensionality reduction method with 
multiple ML models to optimize 
accuracy and reduce complexity. 

[3] UCI Thyroid dataset 
L1/L2 
regularization 

Naïve Bayes, 
Logistic 
Regression 

100% 
Achieved perfect accuracy with simpler 
models; lacks deep learning integration. 

[1] 
UCI dataset 
(sampled/unsampled) 

Nill Random Forest 94.8% 
Focused on data sampling effects; lower 
accuracy than our proposed work 

[30] 
Multi-class thyroid 
data 

Nill XGBoost 99% 
Strong boosting model performance, but 
no feature selection analysis. 

[11] UCI Thyroid dataset 
Hybrid 
optimization 

Type-2 Fuzzy 
SVM 

99% 
Uses fuzzy SVM with hybrid 
optimization; computationally complex. 

[12] UCI Thyroid dataset 
Filter-based 
selection 

Stacked 
Ensemble 

99.9% 
Highest reported accuracy; limited 
evaluation of deep neural models. 

[7] 
Medical imaging 
(Ultrasound/CT) 

Nill Deep CNN 94–97% 
Image-based detection requires 
expensive imaging data. 

[10] Indian thyroid dataset Nill 
XGBoost, 
Logistic 
Regression 

98.5% 
Demonstrated robust boosting 
performance without feature 
optimization. 

Our Proposed 
research work 

UCI Thyroid dataset 
with 30 features 

RFE, Chi-
Square, LDA 

GB, MLP, 
RNN 

99% 

Combines two feature selection and a 
dimensionality reduction method with 
multiple ML models to optimize 
accuracy and reduce complexity. 
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Conclusion and Future Plan: 
In this research study, we proposed an effective and accurate Machine learning based 

detection system for thyroid disease by using well-known machine learning models like 
Gradient Boost, Recurrent Neural Network, and Multi-Layer Perceptron. Additionally, we 
utilized feature selection algorithms like chi-square, Redundant Feature Elimination, and 
Linear Discriminant Analysis. The finding demonstrates that the selected features by using the 
mentioned method greatly affect the results, and hence, Gradient Boost achieves the highest 
accuracy of 99% and shows dominance in the detection process. This research will help 
healthcare professionals in the timely and early detection of dangerous thyroid disease and will 
help them in quick decision-making to decrease the chance of the situation worsening. We 
admit that this research study possesses some limitations as well. The big problem is the 
imbalanced dataset, which might affect the accuracy of the models used. The second problem 
is the dataset size and sample size, as the size of the dataset is limited to a few thousand cases. 
If we improve the size of the dataset, algorithms will perform well. Another big problem is 
the missing values in the dataset.  In the future, we will improve the dataset and will try to 
remove or reduce the missing values.  
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