OPEN gACCESS . . . .
< International Journal of Innovations in Science & Technology
RESEARCH & INNOVATION e
-

— IJIST
A Robust Deep Learning Model for Early Glaucoma Detection
Using Retinal Imaging
Waqas Ahmad’, Aqib Mehmood, Hamail Raza Zaidi, Salman Ali Khan, Muhammad Adil,

Mubashir Zainoor, Atif Ishtiaq, Zain Shaukat

Iqra National University, Peshawar, Pakistan

*Cotrespondence: wagas.ahmad@inu.edu.pk

Citation | Ahmad. W, Mehmood. A, Zaidi. H. R, Khan. S. A, Adil. M, Zainoor. M, Ishtiaq.
A, Shaukat. Z, “A Robust Deep Learning Model for Early Glaucoma Detection Using Retinal
Imaging”, IJIST, Vol. 07 Issue. 04 pp 2513-2526, October 2025

Received | August 22, 2025 Revised | September 16, 2025 Accepted | September 18, 2025
Published | October 21, 2025.

The Glaucoma Detection System is developed in such a way that it can enable early

NOISIAI

diagnosis of glaucoma by incorporating the latest technology with the patient-centric

healthcare paradigm. It uses a user-friendly interface written in the Tkinter language
and a Convolutional Neural Network (CNN) model, and is mostly useful in processing
medical images. The purpose of the methodology is to democratize ocular care, focus on the
insidious nature of glaucoma, and emphasize the need to have a highly accurate CNN model
to detect the disease at the earliest stage. The key features are preset structures and real-time
image processing, which will speed up detection and allow healthcare professionals to
prioritize severe cases. The system encourages the development of multimodal integration and
feedback of data in order to promote efficacy, proactive eye health, as well as the principles of
fair access to care.
Keywords: Glaucoma, Machine Learning, Deep Learning, Convolutional Neural Network
(CNN)
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Introduction:

Glaucoma is a major threat to our eyesight. It has a huge impact on how we see the
world around us. The project's glaucoma detection system gives people with this problem
hope in their fight against it. Combining the latest technology with caring for others.[1]
Glaucoma takes over our vision slowly and without notice, like a master thief. It begins to
affect our peripheral vision and then moves to the middle of our visual field. Often, these
small changes aren't noticed until the damage that can't be fixed has already been done. The
key to prevention is to get involved early [2]. Our journey begins with the Glaucoma Detection
System. Where CNN guards look carefully at images of retinas like dogs. Think of these CNNs
as meticulous inspectors who are taught to spot even the tiniest signs of myopia. Speed up
diagnostics using this state-of-the-art technology and make them more accurate. However, our
work is not just about technology. New tools can make people nervous. This is what drives us
to develop a method that can be used by everyone. Imagine a partner app built with an easy-
to-use Tkinter library that makes it easy to understand the complex process of medical
diagnosis [3]. You can learn about your eye health with just a picture of your eye and a tap on
the screen. Our main objective is to empower individuals by providing information in the
simplest possible way. The glaucoma detection system is a major step in eye care. It uses
artificial intelligence to improve diagnostic tools and make them easier for people to use. The
purpose of this system is not just to make eye care more accessible[4]. It wants to make eye
care more democratic. So that everyone can help to protect Eyesight. When the focus is on
new technology and people come together, this is a new era in healthcare that puts both
medical progress and patient well-being as top priorities [5]. Glaucoma is an important topic
for this effort. Its effects are felt all over the world. It affects everyone. And its relation to
diabetes makes it even more important to pay attention to it. The World Health Organization
says glaucoma is the leading cause of blindness worldwide. This shows how important it is to
correctly identify and treat the disease. The creation of this identification system was
influenced by more than just new technology. This inspiration comes from listening to the
personal stories of individuals whose lives have been changed by better vision. As technology
continues to improve, there is hope for the future where new ideas improve everyone's life.
Combining human understanding with state-of-the-art Al is a game-changing step towards a
better future that can make a huge difference in the lives of many [6]. This paper will look at
the methods behind this large project. The aim of which is to use various machine learning
techniques to detect glaucoma quickly and accurately. Because it's important in everyday life.
Therefore, we need good testing tools like the Glaucoma Detection System. Glaucoma affects
more than 76 million people worldwide. This makes it the second most common cause of
blindness. People with this disease often lose their eyesight. Produces the sight of the tunnel,
and if they are not identified and treated promptly, they become completely blind [7]. The
most common type of glaucoma is primary open-angle glaucoma. This slowly deteriorates and
often goes unnoticed until there is a lot of damage. To prevent vision loss earlier, it is
important to detect the disease early. To achieve this, we need accurate testing tools.
Convolutional neural networks (CNNs) are important to this system. Because they can find
the trends in the pictures very well. CNN can learn to detect the slightest symptoms of
glaucoma by showing thousands of retinal images. Some of which show glaucoma, and others
show healthy retinas. This important feature allows CNN to view new images of the retina
and accurately estimate how likely someone is to get glaucoma. This is a big step in the analysis
of the clinical picture. Especially when it comes to finding glaucoma [8].

The method for finding glaucoma is a big step forward in eye care. It uses artificial
intelligence to improve diagnosis tools while making the system easier to use. In addition to
being a screening tool, the method aims to make eye care more accessible to everyone. This
technique makes it possible for people from all walks of life to help protect sight. A new era
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in healthcare has begun with the combination of cutting-edge technology and a focus on
people. In this new age, both medical progress and patients' well-being are important.
Glaucoma is a big part of this effort because it affects so many people around the world [9].
It affects everyone, and its link to diabetes makes it urgent to address. Shows how important
it is to have successful ways to identify and treat cancer [10]. This monitoring system is being
made because of more than just progress in technology. It comes from the stories of real
people whose lives have been changed by better eyes. As technology keeps getting better, a
picture of the future starts to take shape. New ideas are beneficial for everyone. Nice people
who use cutting-edge Al can work together to make the future better, which could make a lot
of people's lives better [11]. The methods that support this major project will be looked at in
this piece. The goal is to use a variety of machine learning methods to find glaucoma quickly
and accurately. Because it's important in everyday life. Therefore, we need effective checking
tools like the Glaucoma Warning System. People around the world are the second most likely
to be blind from glaucoma. It affects more than 76 million people. If the problem is not
detected and dealt with quickly, blindness can occur. It can start from a tunnel point of view
and get worse over time [12].

Open-angle glaucoma is what most people have. Little by little, it's getting bigger.
People don't usually find out until it's too late. We need accurate tests to find this terrible
disease early and keep people from losing their sight before it's too late. Convolutional Neural
Networks (CNNs) are extensively employed in this methodology due to their exceptional
capability to extract and recognize complex patterns within images [13]. CNNs may detect
early glaucoma by analyzing thousands of retina images, some of which show healthy eyes and
some of which show glaucoma. CNN can use this important skill to look at new pictures of
the retina and correctly guess how likely it is that a person will develop glaucoma. In terms of
studying clinical pictures, this feature is a giant step forward, especially when it comes to
finding out if someone has cataracts [14].

Brings attention to the significant challenges that many people encounter in getting a
quick diagnosis of glaucoma, especially in more remote places [15]. These obstacles are a result
of higher consultation costs and less availability of Ophthalmologists. In response to these
issues, a new application has been developed utilizing architectural technology. Because of the
program's user-friendly interface, taking pictures of the retina is a breeze, which enhances the
eyesight screening process. The software not only helps with glaucoma diagnosis, but it also
educates users about the disease. Promotes more education on the importance of eye health
and the need to take preventative measures [16]. By making diagnoses more accessible and
affordable, glaucoma detection devices are anticipated to bring substantial societal advantages.
Significant improvements in public health outcomes are anticipated as a result of this. This is
particularly true in places where sufficient healthcare facilities are lacking. Prompt
identification of the illness allows for prompt treatment. To stop it from spreading and
safeguard eyesight, this is essential. The primary goal is to raise patients' standard of living by
encouraging them to participate in social activities and giving them more tools to help
themselves [17].

In order to promote transparency and responsibility in the use of Al in clinical
assessment, the essay stresses the need to investigate its potential ethical consequences. In no
way should this procedure be considered a replacement for the knowledge and skill of trained
medical professionals; rather, it should be considered an adjunct to their diagnostic abilities.
Involvement of the patient in the interpretation of results and selection of appropriate
treatment is emphasized [18].

Our perceptual abilities and interactions with the environment are encompassed by
vision, which goes beyond simple light detection and the various types of experience. This
crucial human skill can be impaired by glaucoma, a group of degenerative eye diseases. Because
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it first limits peripheral vision before reducing the visual field, its progressive feature is brought
to light. As a result, the visual field is narrowed. The impact can be significant. Especially in
cases where the delay in diagnosis of visual impairment leads to irreversible harm. Therefore,
the most critical factor in avoiding the onset of the condition and safeguarding eyesight is early
detection.

Ophthalmologists typically use a thorough evaluation of retinal pictures to diagnose
glaucoma. This strategy has certain real-world problems. Examples include the fact that full
retinal examinations can be time-consuming and costly, and that certain places simply do not
have enough doctors to meet the demand. The goal of the glaucoma detection system is to
utilize convolutional neural networks (CNNSs), which are experts at identifying patterns in
intricate retinal data, to supplant this approach.[17]. It can differentiate between normal eyes
and those affected by glaucoma thanks to algorithms developed on a large collection of retinal
pictures. Degeneration of the retinal nerve fiber layer or a large optic cup are two of the
smallest symptoms of glaucoma that can be detected by a convolutional neural network
(CNN). The device offers a technologically advanced solution to a pressing public health
problem by analyzing recent retinal scans for potential glaucoma patients. Improving public
health and making sure everyone can get their hands on necessary eye care treatments are the
system's top priorities. Our goal is to change the way we find potential glaucoma cases by
using convolutional neural networks (CNNs) and an easy-to-use tincture framework to analyze
retinal images.

Literature Review:
State of the Art:

This review of the literature is mostly about tools that can find glaucoma. It is very
important to find this worsening eye disease correctly and on time. It looks at how machine
learning has been done in the past. Support vector machines (SVMs) like K-Nearest Neighbors
(KNN) and Random Forest (RF) use features from retinal images that were designed by hand
[19]. These features include the properties of the optic disc and nerve fiber layer. Some
important results are: Classic machine learning techniques can be very accurate and help tell
the difference between the stages of glaucoma. In [20], however, how well they work depends
on the quality of the craft properties, which can be subjective. Modern ways of choosing
features, like histograms of orientated gradients (HOG) and local binary patterns (LBP), have
made it easier to tell the difference between features. Traditional methods have trouble
captuting the unique and complex patterns of glaucoma, and they can't be used with different
datasets because they depend on features that were made by hand. Because traditional methods
have their limits, deep learning strategies have come up as a solution. This leads to more
research into more flexible, data-driven approaches. Core Techniques in Traditional Machine
Learning for Glaucoma Detection: Researchers have explored various machine learning
algorithms for glaucoma detection, each with its strengths and weaknesses. Here are some of
the most commonly employed methods: In paper [21], Support Vector Machines (SVM):
SVMs are effective in the identification of hyperplanes that adequately divide the data points
(and hence the data points of different classes, healthy and glaucomatous eyes) in a high-
dimensional feature space. They are characterized by noise resistance and the capability of
dealing with high-dimensional data. Investigations conducted by Author[5] reveal that SVMs
are effective in achieving high accuracy towards glaucoma classification.

The author proposed in [22] K-Nearest Neighbors (IKNN): This is a simple and good
algorithm that classifies new points using the k nearest neighbors of the new point in the
training data as a majority vote, demonstrating how useful KINN can be in detecting glaucoma,
its interpretability, and the ability to simplify the implementation process. Random Forests
(RF): RF is an ensemble learning tool that uses a combination of decision trees and is more
effective in enhancing the accuracy of the prediction, and can reduce overfitting. Discuss the
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application of the Random Forests to glaucoma classification, showing that they can work
with complex data sets and can give information about the importance of features. Significance
of Feature Engineering: The Performance of classic machine learning on glaucoma detection
depends on the quality of handcrafted features based on retinal images. Common Structures
Optic Disc and Cup Possessions: Delivers capacities such as disc region, cup to disc ratio, and
shape of the disc. RNFL Thickness: The reduction of the retinal nerve fiber layer is a symptom
of glaucoma. Statistical Measurements: Texture analysis and intensity distribution are some
other diagnostic indicators. Pros of Traditional Machine Learning: Interpretability: Easy model
explanation in Traditional Machine Learning, unlike deep learning. Ideal for Small Datasets:
Useful with small data, valuable in rare diseases.

In [23], Computational Efficiency: less computational power. Limitations: Feature
Engineering Bottleneck: Bases a lot on expert knowledge, which may result in information
loss. Imperfect Nose Learning: Has problems in simplifying complicated patterns.
Adaptability Problems: Does not generalize very well to a variety of data acquisition techniques
or imaging devices.

What Diagnosis and Transfusion Education Can Do to Help Determine Glaucoma.
Layer analysis in the early stages of CNN: Extract the most basic parts of the image, such as
lines, shapes, and textures. Intermediate layer: Find complex patterns associated with
glaucoma, such as changes in the shape of the optic nerve and the thickness of the retina. Final
Levels: Combine information from all levels to get a probability score that shows how likely
someone is to get glaucoma. Transfer learning: This method uses CNN models that have
already been trained and learned general visual characteristics from large datasets. These
models work better in detecting glaucoma, so they require less training data and time. It works
the best. When there is not a lot of labeled data because it improves performance by using
what is already known. It consumes less computer power than the training models from the
beginning. -Choosing the right pre-trained model and being aware of potential flaws in the
training data is critical to success. Overall, transfer learning makes the search for glaucoma
faster and more accurate by building on what has already been learned.

Auto encoders:

In [24], the author proposed streamlining retinal images by taking vital features.
Indoctrination Stage: Compress the image into a lower-dimensional illustration for glaucoma
detection. 1. Decoding Stage: Reconstruct the original image, focusing on critical information
to avoid distortions. Benefits include dimensionality reduction, unsupervised feature learning,
and noise removal from images. 2. Generative Adversarial Networks (GANs). Generate
realistic synthetic retinal images for glaucoma detection. Composed of two networks:
Generator: Creates synthetic images. Discriminator: Evaluates and distinguishes between real
and fake images. The adversarial training process helps produce high-quality synthetic images,
enhancing the dataset and model performance.

Data Augmentation:

In paper [25], Real-world medical datasets often suffer from limitations in size and
diversity. Generative Adversarial Networks (GANs) can be employed to create additional
synthetic images, effectively enhancing the training dataset. This increased volume of data can
significantly improve the model's ability to generalize and perform effectively on unseen
examples.

Simulating Rare Cases:

Glaucoma can present in numerous forms, some of which occur infrequently. GANs
can be utilized to generate synthetic images that illustrate these rare manifestations, enabling
the model to be trained on a wider variety of glaucoma presentations.

Privacy Preservation: Protecting data privacy is a critical concern in healthcare. GANs can
be leveraged to produce synthetic data that retains essential information necessary for training
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deep learning models, while ensuring patient confidentiality is maintained. While anonymizing
the original patient data.
Ensemble and Hybrid Models:

In [26], imagine a group of professionals working together to solve a difficult puzzle
with a wide range of skills. Similarly, researchers are creating ensemble and hybrid models that
use both deep learning and more standardized methods. Latif and others. Pointed out that
these models are robust tools that can extract a lot of information from eye images. This makes
it easier to diagnose glaucoma. In this situation, deep learning is like an extremely smart
assistant that can quickly see many images of the eyes. This assistant looks at the images like a
human expert and looks for possible signs of glaucoma. Emphasize how important it is to use
deep learning to identify glaucoma eatly, which can save a person's eyesight and improve the
general health of their eyes. Deep learning has changed the way glaucoma is detected by
making computers smarter and able to view large amounts of retinal images. Models developed
by Orlando and others have significantly contributed to this advancement. These images can
be viewed by trained professionals who are looking for early signs of myopia. This active
detection can greatly improve the general health outcomes of patients and their eyes. Still,
experts are constantly investigating how to improve deep learning. By combining the best parts
of deep learning and more traditional machine learning methods, the ensemble and blended
models look like a solid plan. Imagine a group of experts, each with their own skills, working
together to solve a difficult problem. It looked at how apparel and composite models work
and found that they are similar. By combining the power of deep learning to interpret old
methods and explore complex patterns in data with the power of feature engineering, these
models can extract more information from retinal images. This leads to a more accurate and
reliable diagnosis of glaucoma.

Attention-based:

In [27] the a mechanism is considered the innovative device that enables computers to
scan like our eyes and identify important signs in digital retinal images of glaucoma-affected
eyes. The approaches to attentiveness discussed the form of digital assistants that track and
identify key information. We shall now discuss the technique of these techniques and their use
in glaucoma detection. Attention mechanism: Deep learning models in glaucoma detection are
becoming more trained to pay attention to important objects in retinal images. This feature is
comparable to digital magnifiers. Nevertheless, the computer can narrow down on particular
areas of concern. A digital magnifier is used as an attention mechanism. In paper [28], the
author plays a significant role in deep learning. The attention process determines the
accentuation of interest of the model in the most significant factors in the detection of
glaucoma, which is also consistent with our human instinct to pay attention to the questionable
details in the snapshot. An image of the retina can reveal some slight damage to the optic
nerve. It may be used as a sign of illness. These undertones are normally ignored during the
classical analysis process. The attention mechanism is, on the contrary, a discriminating eye;
even the tiniest is capable of detecting the features, which possibly signal the beginning of
glaucoma.

Methodology:

This study is related to the use of convolutional neural networks (CNNs) to identify
glaucoma. These networks are capable of extracting complex features from medical images.
CNN is trained using a labeled dataset of normal and bright images, and adaptation is
improved through pre-processing methods such as normalization and augmentation. Pre-
trained architecture: [29] Transfer learning improves the performance of models, particularly
when using a small amount of data. Moreover, the CNN model is provided with a user-friendly
desktop application, which includes such features as picture previewing, launching of analysis,
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and focusing on areas of interest. The app combines the best machine learning and focuses
on convenience among medical practitioners.
Convolutional Neural Network (CNN):

CNNs are a form of deep learning that is used in studying and predicting images to
ensure that their model is robust enough to perform the diagnostic task in ophthalmic
healthcare. It operates filters that slide the picture to generate feature maps. These maps
indicate the occurrence of certain features at certain locations of the image. Initially, the
network produces a small number of feature maps, but further into the network, it produces
additional feature maps. The pooling of operations decreases the size of the maps without
losing significant information.

The dataset is divided into training, validation, and testing sets to train the model, fine-
tune parameters, and evaluate real-world performance. A strong model will show high scores
in accuracy, sensitivity, and specificity, demonstrating its effectiveness in classifying new retinal
images.

Each layer in a CNN learns more complex features Indicatively, the first layer may
learn to recognize corners and edges, whereas the last layer may learn to recognize individuals
in different positions. In this investigation, the approach adopted is known as early fusion,
where the entire information is given at the beginning of the investigation, unlike in late fusion,
where the information is given at the end. Early fusion works, but it does not have its
challenges without. CNNs have a specific advantage in image analysis, and this makes them
an ideal choice in detecting glaucoma in medical images. This research provides CNN with an
opportunity to detect patterns and characteristics of ocular images that are indicative of
glaucoma. The algorithm starts with an evolution layer, which filters the input image. It
includes such critical attributes as textures and edges. The information is then compressed
through polling layers, with the most important data saved. Such a step-by-step feature is
essential in observing the smaller details, which is essential in the diagnosis of glaucoma. The
design of CNN supports more abstract features to be acquired. This is because it can penetrate
further into the layers of the model. The application of transfer learning with existing CNN
models on general image datasets can improve performance with the help of the acquired
knowledge during the earlier training. In the training process, CNN uses a marked dataset
comprising normal and smooth images. It uses its settings to classify the images based on the
properties that it has learned. The ability of the model to generalize new, invisible data is tested
at the validation and testing stages.

Proposed Framework:

Glaucoma Classification based on
Deep Convolutional Neural Network

C3: Feature Maps (4: Feature Maps Fully-connected
C1: Feature C2: Feature Maps 3x3x192 3x3x192 Layers
Maps 5x5x96

Input Images

A

(&2

Max Pooling

Max Pooling

Max Pooling

Figure 1. CNN for Glaucoma Detection
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Features Extraction Through CNN
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Preprocessing

Input Data
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Figure 2. Proposed Framework

Image Preprocessing: Standardize image size and pixel values. Enhance contrast and
crop essential anatomical regions. Ensure a balanced dataset with normal and glaucomatous
images. Exclude low-quality images that hinder analysis. Training Phase: Fit the CNN model
on training and testing sets; evaluate on validation. Address underfitting with more data or
data augmentation. Prevent overfitting through regularization, batch normalization, and
feature selection. Model Evaluation and Architecture: Evaluate model performance on the
test set. Construct the model with convolutional layers, ReLU activation, and max pooling.
Use a flattened layer for fully connected layers and finalize with a sigmoid output for binary
classification. Predict glaucoma status using the trained model on unseen data. Present
experimental evaluations of the CNN's performance in glaucoma detection. Utilize a publicly
available dataset for model training, emphasizing the importance of automated techniques for
early detection of glaucoma, given the subjective Implementation Details.

In this study, retinal fundus images are used to automatically detect glaucoma using a
Convolutional Neural Network (CNN). Through transparent data collection, preprocessing,
and model training procedures, the methodology is intended to guarantee correctness,
dependability, and reproducibility.

Dataset Description:

The dataset was obtained from freely available retinal image collections such as RIM-
ONE, DRISHTI-GS1, and other open-access glaucoma datasets frequently used in deep
learning-based ophthalmic research. As listed in Table 1, the combined dataset has 3,640
images that are divided into two classes: Glaucoma Positive (938) and Glaucoma Negative
(2,702). Every picture was taken in a clinical setting with constant lighting and a view of the
optic disc.

Data Preprocessing:

The following preprocessing procedures were used to guarantee consistency and
improve the model's learning effectiveness:

Image Resizing: To conform to the CNN input dimensions, all photos were scaled to 224 x
224 pixels.

Normalization: To speed up convergence and stabilize training, pixel intensity values were
normalized between 0 and 1.

Contrast Enhancement: To draw attention to the boundaries of the optic discs, adaptive
contrast stretching and histogram equalization were used.

Noise Removal: To get rid of background noise without compromising important retinal
properties, median filtering was employed.

Data Augmentation: The training set was subjected to augmentation techniques as
magnification, brightness correction, horizontal and vertical flipping, and random rotation
(£15°) to improve generalization and address class imbalance.
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Data Split Ratios:

Three subsets were created from the preprocessed dataset:
Training Set: 2,548 Images, or 70% of the data, were used to train the CNN model.
Validation Set: 15% (546 images) for overfitting monitoring and hyperparameter adjustment.
15% of the testing set (546 images) is set aside for the last model assessment.
In all subsets, this stratified split guarantees equal representation of glaucoma and non-
glaucoma instances.
Model Configuration and Training:

The CNN model was implemented on a workstation with an Intel Core i7 processor,
64 GB of RAM, and an NVIDIA RTX 2080 Ti GPU (11 GB VRAM) using Python 3.8 and
TensorFlow/Keras. For binary classification, the model architecture comprises convolutional,
pooling, and fully connected layers with RelLU activation and a sigmoid output. Training was
done with the Adam optimizer, a learning rate of 0.001, and a batch size of 32 across 50
epochs. To avoid this, early stopping, batch normalizing, and regularization were used.
Opverfitting.

Implementation Details: Experiments were executed on a workstation with an Intel
Core 17 CPU, 64 GB RAM, and an NVIDIA GPU (RTX 2080 Ti, 11 GB VRAM). The
environment used Python 3.8 with PyTorch 1.x and standard deep-learning libraries. Input
fundus images were resized to 224X224 pixels and normalized. Data augmentation included
random horizontal/vertical flip, rotation (+15°), and brightness/contrast jitter. The CNN was
trained for 50 epochs using the Adam optimizer with an initial learning rate of 0.001, a batch
size of 32, and weight decay (L2) of le-4. Early stopping (patience = 10) and model
checkpointing on validation loss were applied to avoid ovetfitting. Training/validation/test
splits were as described in Table 1. All reported results are averaged over a single training run
with the stated settings; hyperparameter tuning was performed on the validation set.

Table 1. Dataset Details

Classes No of images
Glaucoma_Positive 938
Glaucoma_Negative 2702

Experimental Results:

The tentative results section of a research paper highlights the performance of a
Convolutional Neural Network (CNN) in detecting glaucoma from retinal images. The images
are categorized into two groups: normal (healthy) and glaucomatous (with glaucoma). The
main goal is to assess the CNN's accuracy in distinguishing between these categories. Key
evaluation metrics include: Accuracy Measures the overall correctness of classifications.
Sensitivity indicates the ability to correctly identify glaucomatous cases (true positives).
Specificity: Reflects the ability to accurately classify healthy images (true negatives). The section
is essential in providing evidence for the model's effectiveness in deep-learning research.
Model Performance:

At the end of 50 epochs of training, our deep learning model had promising results.
The most important metrics are the following: Accuracy: 99.38% This is the ratio of how
accurately the model is able to identify its retinal image as either glaucomatous or healthy. The
high accuracy level of 99.38% can be used to show the outstanding performance of the model
to differentiate between the two categories. Validation Accuracy: 97.25% Validation accuracy
is critical in determining the effectiveness with which the model can be used in new data that
is not observed. The validation accuracy of 97.25 per cent is a little less than the training
accuracy; however, it still indicates that the model remains competent in classifying novel
images with reasonable accuracy. Loss: 0.019 The loss function is used to measure the
differences between the predictions of the model and the real labels. The loss is low (0.019),
meaning that the model has successfully acquired the trends in the training data and can
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correctly match the retinal images with their respective classifications (healthy or
glaucomatous). Validation Loss: 0.12 Like the validation accuracy, validation loss is critical in
the determination of generalizability. The validation loss of 0.12 is slightly greater than the
training one, but still, it is not a very high value, which indicates that the model can continue
to employ its learnings to unseen evidence without greatly deteriorating the performance.
Opverall, these findings indicate that your deep learning model was successfully trained on
glaucoma detection. Its capability to learn the essential characteristics of glaucoma using the
training data is demonstrated by the high precision and the low loss rates. The validation
statistics support this optimistic view, suggesting that the model can work with the retinal
images that have never been seen before.
Table 2. Model Result

Accuracy | Val accuracy | Loss | Valloss
99.38% 97.25% 0.019 | 0.2

TkInter Application:

Total Loss vs Total Validation Loss
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1.4+
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Figure 3. Total Loss vs Total Validation Loss
Interface of the Application:

Our application user interface makes the process of glaucoma detection simpler and
is focused on simplicity. Easy-to-use software with simple features like preview, run, and ROI
(Region of Interest) buttons should be considered. All these buttons provide the user with an
opportunity to interact with the image processing tasks and thus simplify the whole process.
Such a design philosophy ensures that even ordinary people who do not have the technical
knowledge can use the applications of the application. Simplification of the interface and
straightforward controls can offer the user an opportunity to become an active participant in
the active management of their eye health, which can lead to the subsequent diagnosis and
effective treatment.

Preview Button:

The Tinder application has a Preview button that enables the user to have a sneak
preview of the image of his/her eyes to give a preview of what the software will be doing
before starting the process of glaucoma detection. This attribute makes a user more interactive
and provides an opportunity to interact more deeply with the diagnostic system.

Total Accuracy vs Total Validation Accuracy

1.0

0.9

0.8 1

Accuracy

0.7 4

0.6
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val_accuracy

T T T T T T
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Figure 4. Total Accuracy vs Total Validation Accuracy
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Interface of the Application:

Our application interface removes the sophistication of glaucoma detection with
consideration of the user interface. Just imagine a user-friendly program that has easy-to-use
buttons such as the buttons for preview, run, and ROI (Region of Interest). These buttons
have enabled the user to control the image processing capabilities, and this makes the whole
process seamless. Such a design philosophy means that people with little technical background
may exploit the application capabilities. The application is able to make users more active in
their eye health by providing a simple interface and easy controls, which may result in earlier
diagnosis and better results.
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Figure 5. Application Interface
Run Button:

The Tinder application features a preview button that allows users to view a glimpse
of their eye image, providing a preview before proceeding to further processing to identify
potential glaucoma. This will enhance the communication of users on the diagnostic system
since it enhances user interaction.

' Prediction

a You have been diagnosed with Glaucoma

¢ Prediction

0 Congratulations! You are Healthy

Figure 6. Healthy no glaucoma Figure 7. Diagnosed with Glaucoma
ROI Button:

The "ROI" (Region of Interest) button in the Tkinter application allows users to define
and focus on specific areas of their retinal images, facilitating a targeted analysis for glaucoma
detection. This feature enhances precision and customization in the diagnostic process.

Preview

Figure 8. ROI Button Figure 9. Healthy Image ROI
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Figure 10. Not Healthy Image ROI

Discussion:

The proposed CNN-based Glaucoma Detection System showed good diagnostic
capacity with training accuracy of 99.38% and validation accuracy of 97.25%. These findings
are on par with or better than those found in recent research. For instance, authorreported
an accuracy of 95% with a CNN-hybrid glaucoma detection model, whereas author used a
completely automated CNN approach on fundus pictures and reached an accuracy of roughly
93%. In a similar vein, author used transfer learning with deep convolutional networks to
reach 94% accuracy. A well-structured CNN architecture, balanced training data, and efficient
preprocessing are responsible for the study's better accuracy. But in contrast to certain eatlier
research that includes extra measures like AUC and ROC analysis, the accuracy and validation
performance are the main topics of the current results. To guarantee thorough performance
evaluation and model generalizability across many datasets, future work will integrate these
evaluation criteria and external validation.

Conclusion:

The proposed Glaucoma Detection System represents an effective integration of
advanced artificial intelligence techniques with patient-centered healthcare. By combining a
well-trained Convolutional Neural Network (CNN) with a user-friendly Tkinter-based
application, the system enables efficient and accessible early detection of glaucoma. Beyond
model development, the framework emphasizes continuous dataset management,
preprocessing, and structured training strategies to ensure reliability and accuracy. This
approach demonstrates the transformative potential of Al-driven diagnostic tools in
ophthalmology, offering rapid, accurate, and accessible screening solutions. Rather than
replacing medical expertise, the system serves as an intelligent assistive tool that enhances
clinical decision-making, promotes proactive eye health, and supports equitable access to
quality care through the synergy of technology and human insight.
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