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Emotions are essential in human communication, social interaction, and decision-

making. However, accurately classifying emotions is difficult with many applications

in various domains such as psychology, psychiatry, neuroscience, and human-
computer interaction. Emotion detection is one of the key challenges in current research,
especially when emotional words are used. It is already known that positive and negative words
have an impact on human behaviour and emotions, but very rare study that focus on emotions
based on the words. In this study, we propose a novel approach for emotion classification
based on electroencephalogram (EEG) data elicited by text stimuli, which are various English
words. Text stimuli can evoke rich and diverse emotions, but they have been less explored
than other modalities for emotion elicitation. In this study, EEG data of 25 participants were
used, which were collected using a 128-channel EGI system. The collected data was pre-
processed, and features were extracted using four methods: Convolutional Neural Network
(CNN), Wavelet Transform (WT), Power Spectral Density (PSD), and the raw data itself was
used as features. The results showed that CNN features achieved an average accuracy of 80%,
followed by WT with 75%, PSD with 72%, and raw data with 65%. Our study shows the
feasibility and effectiveness of using CNN, PSD, and WT with SVM for emotion classification
based on EEG data and text stimuli. Lastly, a hybrid model was proposed based on the
combination of CNN for feature extraction and SVM for classification.
Keywords: EEG, Text, Emotions, CNN, WT, PSD, Monte Carlo
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Introduction:

Emotions play a vital role in human life and significantly influence cognitive processes
such as reasoning, social interaction, intelligence, and perception. Affective computing aims to
enhance the emotional intelligence of computers, thereby bridging the gap between technology
and human emotions in Human—Computer Interaction (HCI) (George & George, 2022). HCI
studies how people interact with computer systems by combining computer science,
psychology, and other disciplines. Emotion recognition is an important part of HCI since it
entails assessing a person’s emotional state by observing their interactions with a computer.
This can be accomplished using a variety of ways, including the analysis of facial expressions,
speech patterns, and physiological reactions [1] [2] [3]. Emotion recognition systems have the
potential to enhance human—machine interaction across diverse sectors, including gaming,
industrial applications, military operations, and medical environments [4] [5].

Emotions can be identified in two primary ways: through external cues such as facial
expressions and body language, and through internal signals such as physiological responses
and breathing patterns. The latter technique relies on non-invasive sensors to record
physiological ~ processes  like  electrical — impulses.  Electrocardiogram  (ECG),
Electroencephalogram (EEG), and skin conductivity are often utilised methods in these
models [6]. A strong tool for determining the electrical activity of the brain is the EEG, which
is used to represent the electrical activity on a screen as wavy lines. EEG signals are divided
into five frequency bands: delta waves (0.5—4 Hz), linked to deep sleep; theta (4—8 Hz), linked
to light sleep; alpha (8—13 Hz), seen during relaxation with closed eyes; beta (13—30 Hz), linked
to an attentive and awake state; and gamma (= 30 Hz), linked to advanced cognitive processing
[7].

Positive emotions are generally linked to theta wave activity, while asymmetrical alpha
waves in the frontal region indicate emotional valence. In EEG-based emotion analysis, the
midline sagittal channel plays a particularly important role. Combining alpha, beta, and gamma
wave patterns can further enhance emotion recognition, as emotional states are reflected in
the non-stationary characteristics of EEG signals [8]. Asymmetry in the valence of emotions
is associated with arousal, which is linked to activity in the frontal region. Positive emotions
are more evenly distributed across frequency ranges, but negative emotions are more evident
in the higher frequency band. The use of the mid-line power spectrum in EEG for emotion
classification is made possible due to the associations between changes in emotional states like
joy, sadness, or fear with the frequencies like theta, alpha, and beta waves in the central brain.
The incorporation of a functional link network and local activation aids in understanding how
certain brain regions respond to emotions and their connectivity, hence assisting in emotion
detection using EEG data [9].

The purpose of this study is to categorise emotions using emotional text stimuli as
input and identify changes in the human brain using EEG analysis. To accomplish this, this
study investigates a few feature extraction techniques, including CNN, WT, and PSD, to
determine the best features for emotion categorization. The most discriminative features for
emotion classification are also determined using a T-test as a feature selection method. The
average result of 100 iterations is reported in this study, which uses Monte Carlo cross-
validation with 80% and 20% train and test split through random sampling to ensure
trustworthy and robust results. The primary contribution of this article is to advance the
understanding of human brain responses to different emotional words. This is accomplished
by measuring brain activity using EEG and applying multiple analytical techniques, which are
then compared to achieve the study’s objectives.

The rest of the paper is organized as follows. The following section reviews recent
advances in emotion recognition based on EEG signals. Section reports a brief overview of
the emotions and emotion detection using the EEG signal, while the section provides the
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details about the experimental setup, subjects, protocols, and data collection. Subsequently,
the paper discusses various feature extraction and classification techniques along with their
implementation. The results are presented in the following section, and the paper concludes
with final remarks in the last section.

Related Work:

Due to the nature of emotions, most of the research on emotion recognition employs
experimental data [10]. Studies by [11] and [12] have shown that emotional signals can take
various forms, including speech (audio) [13], text [14], facial expressions [15], or a combination
of multiple modalities [16].

The number of datasets for identifying face emotions is large. These datasets include
the facial expressions of participants that were collected in still images or quick facial videos.

Authors have commonly employed audio-visual stimuli, such as movie clips, to elicit
emotions for detection [17]. However, some studies have also used still images [18], lab-based
tasks to induce emotions [19], or posed emotional expressions.

There has been a lot of interest in functional connection research employing EEG in
the context of emotion recognition [20]; [21]; [22]. EEG-based functional connectivity is used
to examine the brain regions involved in each task. Functional connections are analyzed by
identifying common patterns in activation maps or time series data. EEG-based functional
connectivity has been employed in various research to look at the brain areas involved in
emotion perception tasks. Participants in the study by [23] watched video clips to generate
neutral, positive, or negative emotions, and the feelings were then classified using the EEG
signals. The goal of the study was to investigate the functional connectivity patterns in the
brain using EEG-based functional connectivity. The classification results revealed a high
degree of accuracy in classifying various emotional states.

Researchers in a study [24] employed the IAPS dataset to elicit positive or negative
valence, and electrode caps were used to record the EEG signals. The classification of
emotions was accomplished using an SVM classifier and a feature extraction approach created
using Hjorth parameters. The outcomes showed that the IAPS images’ evoking emotions
could be classified precisely using the Hjorth parameters and SVM classifier. Additionally,
artificial environments were developed [25] that evoked positive or negative valence using
IAPS images, and they used an SVM classifier to classify the EEG-derived attributes. The goal
of the study was to determine whether it was possible to use EEG data to identify emotions
elicited by visual stimuli in virtual environments. The results mentioned that the SVM classifier
is good enough for accurate classification of emotions evoked by virtual environments.

In another study [206], joyful sentiments are found using video clips to classify happy
emotions with EEG recorded data. The purpose of the study is to see whether it is possible
to identify various pleasant emotions with EEG. The participant assessments are done by [27]
to classify the feelings as “encouragement,” “playfulness,” and “harmony. However, emotion
recognition is only possible with a dataset of video stimuli.

TAPS images are used to generate joyful or sad feelings, and electrodes are utilised to
collect the EEG data [28]. As a feature extraction method, discrete wavelet transforms (DWT)
are used. T'wenty-two subjects have participated in the experiment. The goal of the study is to
find how EEG signals and DWT can identify emotions that are elicited by visual stimuli. The
outcomes demonstrate that the SVM classifier is competent to distinguish between the
emotions elicited by the IAPS images.

EEG signals are used in another study [29] to examine the impact of both positive and
negative emotions. Music is utilised to elicit the associated emotions in groups of positive and
negative participants, who are randomly assigned to 28 individuals. The study’s goal is to find
out how emotions affect false memory. The findings indicated that happy emotions
significantly affected false memory and that the positive group’s brain is more active than the
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negative group. The datasets used for speech-based emotion recognition can be divided into
three categories: induced, mimicked, and natural. The most used datasets are simulated datasets,
which often consist of recordings from specific individuals. While the vocabulary in these
recordings is linguistically neutral, it is expressed with a range of intended emotions [30]. Even
while there are numerous separate, easily standardisable simulated datasets for a wide range of
emotions available in many languages, they might not always precisely match emotions felt. As
opposed to synthetic datasets, induced speech recognition datasets more closely mimic actual
human emotions. In the study, the datasets are created by recording a participant’s chat with
an anchor, who guides the language to induce an emotional response. However, the scope of
emotions that can be elicited may be limited.

The identification of emotions using brain waves is substantially different from
traditional methods. Most people can tell someone’s feelings merely by looking at them or
listening to them. However, in a natural environment, people are unable to interpret brain
signals. Most brain signal databases employ EEG recordings. One reason for this preference
is that EEG systems are generally more affordable and easier to use compared to other brain
signal recording technologies [31]. Nevertheless, researchers have also employed
magnetoencephalography (MEG) and functional magnetic resonance imaging (fMRI) to detect
emotions and localize the associated brain regions. Emotions are often extracted from brain
signals using auditory (like music), visual (like still photos) [64], or audio-visual (like movie
clips, music videos) stimuli [6]. For most brain signal recordings, participants must stay still.
Theoretically, portable EEG sensors might be used to record brain signals for emotion
recognition in a natural setting.

Research has also been done on categorising emotions using a range of different
modalities. In one study [32], for instance, facial expressions and EEG data are combined,
whereas in another study [33], speech and facial films are combined. Text can also be used to
identify emotions. These datasets frequently contain phrases (and/or small paragraphs) with
labels annotated (sometimes by third parties). The fact that most of the research uses audio-
visual stimuli to generate emotions, such as movie clips or photos, is a frequent shortcoming
of the existing literature on emotion recognition. Textual stimuli, however, can also cause
readers to have emotional reactions and may have various emotional repercussions. In addition
to stimulating readers’ diverse cognitive and emotional memories, text can transmit more
nuanced and complex emotions than visuals or videos. To better understand how text stimuli
can be used to identify emotions, more research is required.

Objectives and novelty:

In neuroscience, emotion detection is an important study that refers to the scientific
methods used to identify, measure, and decode human emotions from brain activity and
physiological signals. It combines neuroscience, psychology, machine learning, and signal
processing. EEG is one of the best methods to measure brain activity. In existing studies,
emotion detection is done as discussed in the literature review, but according to our knowledge
in this study, emotional words are presented for the first time as stimuli to measure the brain
signals for various emotional words. Moreover, a novel hybrid model is proposed based on
deep learning for better discrimination of emotional states against the words.

Background:
Emotions:

Emotions, which are subjective mental states, encompass a wide range of feelings such
as joy, sadness, anxiety, and anger. A subjective experience, a physiological reaction, and a
behavioural or verbal response are the three fundamental elements of emotions, according to
Don Hockenbury and Sandra E. Hockenbury’s book “Discovering Psychology” [34].
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OCCUPATIONAL

The Six
Dimensions

of Wellness

Figure 1. The six dimensions of well-being are visualized as described by [35]

Subjective experience refers to the conscious awareness of an emotion. It reflects an
individual’s personal perception of their emotional state, which can vary significantly
depending on the person and the context. For instance, while viewing a horror film, one
individual can feel scared, while another might feel excited. The physical changes that take
place in reaction to an emotion are known as a physiological response. Blood pressure,
respiration rate, heart rhythm, and muscle tension may all vary because of the modifications.
For instance, a person’s heart rate might increase when they’re angry, whereas it might decrease
when they’re joyful. Behaviour or verbal response refers to how someone acts or
communicates in response to an emotion. This can include elements like tone of voice, body
language, and facial expressions. For instance, when someone is joyful or sad, they could cry
or smile, respectively. These three elements combine to provide the overall emotional
experience. They can all be utilised to comprehend and recognise various emotions in
ourselves and others. They are all necessary for the manifestation of emotions.

Emotional Well-Being:

One of the most important aspects of general well-being is emotional well-being,
commonly referred to as emotional health. Having positive feelings, a high level of life
satisfaction, happiness, and the capacity to control unpleasant emotions are the usual
definitions [36]. According to Loven et al. [37], six factors can be used to quantify emotional
well-being: the physical, social, mental, emotional, material, and professional dimensions. A
balance of negative and positive emotions can also be categorized as low levels of stress and
emotional resilience. Figure 1 illustrates the six aspects of well-being that are commonly used
to describe emotional well-being.

EEG Signal Acquisition:

A measure of physiological arousal produced by the human body is the Galvanic Skin

Response (GSR) [26] signals, which exponentially rise with increased neuronal activity.
Table 1. Letters to identify the lobe position

Ser | Lobes Electrodes
1 P Parietal Lobe
2 | T Temporal Lobe
3 |F Frontal Lobe
4 | C Central Lobe
5 10 Occipital Lobe

Synaptic excitations, which stimulate the dendrites of neurons and produce a
difference in electrical potentials, are the reason for this rise in activity. The authors in [38]
showed that to detect these low-voltage events, EEG sensors must stimulate a significant
number of neurons. Brain electrical activity can be recorded using both invasive and non-
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invasive techniques. Non-invasive methods do not require surgical implantation of devices,
whereas invasive techniques do. Electroencephalography (EEG), which records brain waves,
is a widely used non-invasive approach. The EEG is a tool used to assess electrical activity in
the brain. According to the authors in [39], electrodes are applied to the scalp surface using
conductive gel, amplifying and digitising the impulses before monitoring the electrical activity
of the brain. Nowadays, people can use EEG technology easily thanks to portable, hassle-free
headphones like the “EMOTIV”, which are sold on the market. The following aspects are
included in EEG signal recordings.

Electrode Positioning:

The 10/20 approach, which was initially put forth by the International Federation of
EEG and Clinical Neurophysiology in 1958 [40], is frequently used to standardise the electrode
placement scheme. It is based on where an electrode is placed and the area of the cerebral
cortex that is immediately below it. The numbers 10 and 20 stand for the separation between
electrodes from the tip of the nose, the frontal regions, and the inion, three landmarks on the
skull. The inter-electrode distance is 10% to 20% of the total front-back or left-right distance
using this method. The letters and numerals written on the electrodes to identify the lobe
position are shown in Table 1. The electrodes are placed across the midline core brain areas,
with the odd number representing the left hemisphere and the even number designating the
right hemisphere.[40]

Number of electrodes:

The optimum number of electrodes for EEG recording is not predetermined. Instead,
depending on the findings and interpretations of the study, the number of electrode channels
employed during the experiment can range from 3 to more than 128.

International 10-20 EEG Placement System:

A standardised technique for placing electrodes on the scalp during an EEG
investigation is the 10/20 system. With this technique, the scalp is divided into several sections,
with electrodes positioned at locations in each section. With the help of this technology,
electrode positioning can be done consistently for usage in a variety of investigations and
research endeavours.

The “C” electrode serves as a reference point for the grid of electrodes used in the
10/20 system, which are spaced at 10% and 20% intervals along the scalp. The 10/20 scheme
has also been modified by the American EEG Society to incorporate intermediate 10% spots,
as shown in Figure 2. The EEG signals are recorded using a total of 21 electrodes in this
updated version of the system. The 10/20 system is frequently used to examine brain activity
and function in research and therapeutic settings. Unwanted signals, called artifacts or noise,
distort the brain waves when the EEG signal is being monitored.

Figure 2. Modified 10/20 System source from [41]
November 2025 | Vol 07 | Issue 03 Page | 2847
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The human body creates objects called physiological artifacts because of a variety of
biological processes, such as breathing, head, jaw, and tongue movement, eye movement, and
blinking. Blinking and other eye movements that happen below the range of 4Hz cause
artifacts called electro-oculograms (EOGs). The electrocardiogram (ECG) is another artefact
caused by heart rate, and electromyography (EMG), which is caused by head and muscle
movement, is frequently seen above the frequency of 30 Hz. EMG and EOG artifacts are
usually regarded as physiological artifacts for the HCI inquiry [42].

Methodology:
Experiment Design:

In this study, we used the experimental strategy to analyse the proposed techniques.
The process includes the design of the experiment as well as the data collection, pre-processing,
feature extraction techniques, implementation techniques, training and testing, and
classification of the results. Each experimental module is explained in detail in the subsequent
sections.

Subjects and Protocol:

The experiment recruited 25 volunteers who met specific participation criteria,
including normal hearing, normal or corrected-to-normal vision, and no history of significant
emotional or psychiatric disorders. Participants were requested to refrain from ingesting
alcoholic beverages for 24 hours before the start of the experiment to ensure the dependability
of the results.

This restriction was implemented to avoid any potential impact of alcohol on
participants’ cognitive and physiological states, which could influence the study’s results.
Before the formal experiment, all participants were thoroughly briefed on the study protocol.
They were informed about the study’s objectives, methodology, and experimental procedures.
Each participant was provided with an informed consent form, which they were required to
sigh. The informed consent approach was designed to ensure that participants fully
understood the study’s objectives and willingly agreed to participate.

Participants were also informed that they might leave the experiment at any time if
they disagreed with the findings or felt uncomfortable. The purpose of the instructions was to
ensure that participants felt comfortable and well-informed. By providing a clear
understanding of the study’s objectives and procedures, the instructions aimed to minimize
potential biases or misunderstandings. The informed consent method was critical to the
experiment since it exhibited respect for the participants’ autonomy and ensured their
willingness to participate. Overall, the trial design attempted to uphold ethical standards and
create trustworthy results by carefully selecting and informing subjects.

Joyful
Figure 3. An EEG experiment designed to measure the response to different emotional
words
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Conduct of Experiment:

As illustrated in Figure 3, each image in this experiment appeared for one second (1
sec) before disappearing for one second (1 sec). Words for various emotions, including anger,
joy, loss, and many more, were provided. The participants were not required to respond, as
they were only shown the images. All stimuli were presented in three colour variations: red,
blue, and grey. As illustrated in Figure 4, each image was uniform in size, with dimensions of
960 X 720 pixels.

Data Collection:

EEG data for the experiment were collected from 25 volunteers using a 128-channel
Electrical Geodesics Incorporated (EGI) system with a sampling rate of 250 Hz. At the time
of data collection, 128 channel EGI system was the best for data collection. Most of the studies
in that era had EEG systems with a smaller number of channels, which provided limited data
on brain activities. The Net Station software was employed to record the EEG signals
throughout the 5-minute experiment.

Methodology:

Experiment design and data collection have the vital role in brain study. A better
experiment design and carefully collected data collection can extract more information from
the brain. In brain study, since the difference between the activated state and baseline is
minimal most of the time, processing of data also plays a significant role in the analysis. After
the data collection, the main step is pre-processing, followed by feature extraction from the
raw BEEG data. Given the high proportion of sparse data, feature selection is crucial for
improving classification performance. Figure 5 illustrates the process of the emotion
classification phase.

Preprocessing:

Scalp signals can be contaminated by various types of noise or artifacts, complicating
accurate data interpretation. To address this, different preprocessing procedures were
performed using MATLAB’s EEGLAB toolbox. The preprocessing procedures involved
applying average referencing, downsampling the data, and filtering the EEG signals.

Joyful Angry Lost

Figure 4. Stimuli were presented to measure the response to different emotional words

i o sk
PREPROCESSING

FEATURE
EXTRACTION

FEATURE |
CLASSIFICATION SELECTION

Figure 5. Steps for emotion classification
The filtering block uses a band-pass filter with a cut-off frequency of 0.5 Hz to remove
the low-frequency noise, and a cut-off frequency of 50 Hz to remove high-frequency noise.
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To improve data quality even further, we used Clean Line, a tool created exclusively for
reducing line noise from EEG signals. The clean line noise function was used to remove any
channel in the data that contained line noise.

Human selection and elimination of faulty channels was another critical stage in data
preparation. Channels with irregularities or artifacts were found and eliminated after a rigorous
examination of the data. This procedure is intended to increase the accuracy of our analysis by
removing untrustworthy channels. We used Artefact Subspace Reconstruction (ASR)
techniques and Clean Raw data to address noise in the EEG signal further. We were able to
remove artifacts and bad channels from the data using these strategies, which improved the
overall quality and reliability of the study. This procedure reduced the impact of noise and
artifacts on the EEG data using these Preprocessing approaches, which ensure that the later
analysis would be based on cleaner data.

D4 wavelet - Founer ampitudes
1.2

scalng functon
wave let function

0.8

0.6

0.4

0.2

0 0.5 1 15 2 25 3 3.5 -
Figure 6. Daubechies Wavelet representing scaling and wavelet function
Feature Extraction:

The technique of locating and extracting pertinent patterns or features from EEG data
that give significant information about emotions is known as feature extraction. Key
information can be extracted from EEG signal properties such as frequency, amplitude, power,
and phase. The aim is to select features that can accurately differentiate between distinct
emotional states. For instance, research has indicated that emotional states are correlated with
the power in the alpha and beta frequency regions [7]; therefore, these frequencies can be
retrieved from the EEG signals. To classify emotions based on EEG, three feature extraction
methods—WT, CNN, and PSD are used along with the raw data as features. MATLAB is
used as a tool for the purpose of analysis.

Wavelet Transform:

The most popular and commonly used method of extracting time-frequency features
from EEG is called WT. In this work, the wavelet transforms, which compute each
component with its scale-dependent pattern resolution, were used to separate the signal into
its frequency components. It provides information in varied resolutions as a result. Wavelet
analysis converts the mother wavelets into wavelets of different sizes. By combining the
wavelets and scaling function linearly, DWT uses those wavelets to define a function or image.
Wavelet variation is also essential for detecting varied-scaled patterns. WT has windows with
changeable scales, unlike Short Term Fourier Transforms (STFTs), which do not. Using scalar
products with scaling signals and wavelets, Daubechies wavelet transforms compute running
averages and differences as shown in Figure 6. Depending on the implementation and type of
the transform being used, the scaling function coefficients for the Daubechies D4 transform

0
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may differ. There are four wavelets and four scaling function factors in the Daubechies D4
transform. Those are:
L+v8 , _3+V8,  3-VB, 1-V8

22T e T T Y T T
Each stage of the wavelet transform processes the incoming data using the scaling function.
The scaling function is used to produce/smoothed values in the ordered wavelet transform if
the original dataset has N values. The lower half of the N-element input vector is then used
to store these smoothed values. During this process, the wavelet function coefficients are also
determined.

ho =

g0 = h3;g1 = _hz;gz = hl;g3 = —hy 2
The wavelet function is used to transform the input data. The wavelet function is used to
compute N/2 differences if the original dataset has N values. The inner product of the
coefficients and the four data values yields the scaling and wavelet functions. The following
are the formulae for the Daubechies D4 scaling function:
2= hosol + hoi + 2 + hssoi + 3 (3)
a[i] = hes[2i] + his[2i + 1] + hes[2i + 2] + hss[2i + 3] (4)
Daubechies D4 Wavelet function:
Ci=gosol + gisol + 1 4 @osol + 2 4 gasol + 3 5)
cli] = gos[2i] + gis[2i + 1] + gos[2i + 2] + g3s[2i + 3] (6)

The wavelet transform calculates both scaling and wavelet function values at each step.
To implement the feature extraction using the Wavelet Transform, a multi-level discrete
wavelet decomposition of a signal representation was carried out using MATLAB. The ‘db4’
wavelet was used for the decomposition, and level 5 decomposition was used. The appcoef
function was then used to retrieve the level 5 approximation coefficients from the
decomposition structure. The detail coefficients for levels 5, 4, 3, 2, and 1 were extracted using
the detcoef function accordingly.

Finally, a single vector was created by concatenating all the retrieved coefficients (cA5,
cD5, cD4, cD3, cD2, cD1) together. The resulting vector contained, in that order, the detailed
coefficients for each level of the decomposition and the approximation coefficients at level 5
of the decomposition. This was employed to learn the signal’s frequency information across
many sub-bands.

Convolutional Neural Network:

To analyse EEG signals, including audio and time series data, 1-D CNNs, a modified
form of 2-D CNNss, have been developed. In some cases, these networks have been found to
perform better than 2-D CNNs due to characteristics including reduced computational
complexity and improved temporal data handling [43]. According to research [44], 1-D CNNs
outperform 2-D CNNs when processing 1-D data for applications. Given these benefits, 1-D
CNN s are frequently the best choice in certain situations. These benefits include things like
decreased computing cost and better handling of temporal data. 1-D and 2-D convolutions
have very different computing complexity; for instance, when convolution is applied on a 2-
D picture with a KxK kernel, the computational cost is proportional to the size of the image
(NxN) and the size of the kernel (KxK). More specifically, the computational cost is O(N°K?),
which indicates that as the size of the image and kernel grow, so does the amount of time and
resources needed to complete the convolution operation.

However, the computational cost is linearly related to the size of the signal and the
size of the kernel when a 1-D convolution is applied to a signal with the same dimensions (N
and K). Particularly, the computational cost is ~O(NK), which denotes that the convolution
operation’s time and resource requirements scale linearly with the size of the signal and kernel.
Training 2-D CNNs usually requires specialized hardware, such as GPU clusters or cloud
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computing resources. In contrast, 1-D CNNs can be implemented on a standard computer
and executed much faster, especially when using a small number of neurons and hidden layers.
Because they require less processing power, 1-D CNNs are well-suited for real-time and low-
cost applications, especially on mobile and handheld devices [45] [46]. Like 2-D CNNs, 1-D
CNNs have an output layer that is an MLP with several neurons that is equal to the number
of classes. The unprocessed 1-D signal is sent to the passive input layer. Which is also an
adaptable approach because the CNN topology in the output layer allows the sub-sampling
factor to be adjusted to consider changes in the input layer’s dimension.

To implement 1-D CNN in MATLAB, a set of 1dimensional signals represented by
changeable images served as the network’s input, while its output was a collection of features
gleaned from those signals. Different vector filters were used to assess the proposed model’s
efficacy; only findings for filters with a size of 1x130 were reported. The input images had a
dimension of one (1-D). The filters employed in the convolutional layer had a 130-dimensional
size. In the convolutional layer, 100 filters (or feature maps) were applied. The pooling region
employed in the pooling layer had a dimension of 11. Figure 7 displays the maps and specifics
of each tier. The randn and rand functions were used to randomly initialise the weights W and
biases b of the filters in the network. For testing, the first 8 photographs were chosen, and
they are now kept in a variable. Then, to convolve the filters with the input images, the
cnnConvolve 1D function was used. The convolved characteristics were the function’s output.
After convolution, the features were pooled using the cnnPoollD function. This function
returned the pooled features after receiving the pooling dimension and the convolved features
as input.

The combined features were then reconfigured, joined to an already-existing feature
vector, and saved in a variable. This can be used to represent the input image’s features. Each
neuron in our CNN network is identifiable by a distinct triple of integers, which are (layer,
map, position). If a layer only contains one map, the value of a neuron is provided by the

’ I
formula Tm (@) = (@), The general formula for a neuron’s value is:

T, (a) = 5(0571(@))(7)
LyM, LMy

EEm—

L - (1*11]

[128*1*11*100]

1285950 Extracted
) ' = s / Features

[1*130] o l

LyMygq LaMyoo

[1*121] [1*11]
Figure 7. The proposed CNN model has L layers and M convolutional maps
A sigmoid function, which is a roughly linear function that produces values between
0 and 1, determines the value of s for each layer. Convolutional layers frequently utilise the
sigmoid function to symbolise the convolution of the input signal. The traditional sigmoid
function, which was used in this investigation, has the following definition:

) = T e g
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Although other vector filters were used, as was already noted, the study’s conclusions
were based on the outcomes obtained with a filter size of (1x130). It was found that this filter
size was most suited for the 128 channels and 250 samples. Every filter in the model was a
neuron with input and output weights. A feature map was produced by copying the filters
across the whole visual field and giving them all the same weight vector and bias. A scalar
product with the symbol o, * denotes the connections between input neurons (vectors) and
the neurons in the map in each layer. This scalar product creates the weight connections
between these neurons. Weight sharing was employed in this study to improve learning
effectiveness and decrease the number of free parameters that needed to be memorised.
Specifically, 100 weights were established in accordance with the following procedure while
creating a feature map.

gfj = tang(Yk * $)7J + dk:(g)

The weights of the filters are represented by y*, the bias is represented by di, and the
input vector is represented by x, where the feature map is defined by g*at the k-th layer. The
size of the feature map dictated the number of output features, which was then pooled by
downsampling the feature map with a filter size of 1¥11. A total of 1100 features were output
for each row vector, which were then further reduced using feature selection methods.

Power Spectral Density. Frequency-dependent signal fluctuations are shown using
PSD. It’s employed to disperse typical power in relation to frequency. The spectra of the noise
signal may be considered when calculating spectra with FIFT; this can be done away with by
averaging. Welch’s PSD algorithm is used to average the signal’s spectra across windows. An
average power spectrum of these segments is then determined after first cutting the input

signal into tiny pieces. FI'T makes it simple to determine the periodogram, a term used to
represent the DFT evaluation of PSD. DFT can be used to calculate PSD as:

1 ‘ 2
P(a(t) = 7 [X(e")

(10)

When L is increased, the periodogram’s mean value will get closer to the real PSD, but
the variation won’t go away entirely [90]. The variation of the projected periodogram is reduced
via ensemble averaging. The steps for calculating a Welch-based PSD are as follows. 1) Divide
the input data into Z samples and L slots. 2) Use the FFT to calculate the periodogram for

each slot.
n=0 2

Z XJ (n)u.'(n)e_j'f!-‘u
z—1

1

(11)

Where Y,,_1 w?(n) is the average power of the given window. The values of the
Normalised PSD (NPSD) are computed for the Theta band, Alpha band, and Beta band. The
NPSD was calculated using Equation 12 and is shown below. Where the total PSD of the

other two bands is multiplied by the calculated PSD of one band.
PSD Band

NPSD Band = T PSD Band (12)

The PSD of a signal was calculated using MATLAB’s pwelch function. The Welch’s
method is used by the function, which necessitates averaging numerous periodograms of
ovetlapping input data segments. The function additionally accepts optional inputs for the
window function, the degree of segment overlap, and the number of points used in the FFT
calculation, in addition to the input signal. The single-sided power spectral density was
calculated using this function. The Welch method is used to divide a time series into
ovetlapping subcategories of signal components.

Feature Selection:
Feature selection is a technique used to identify the most important characteristics in

a dataset, aiming to improve machine learning model accuracy and reduce training time. Region
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of interest (ROI), principal component analysis (PCA), independent component analysis (ICA),
t-test, and other techniques are only a few of the numerous feature selection techniques
available. The performance and effectiveness of the model can be increased by using these
methods, which are created to locate and extract the most pertinent features from a dataset.
Finding the dataset’s most informative features is done using a t-test. The power of various
frequency bands or the amplitude of various electrodes are two examples of EEG parameters
that can be compared between two groups of participants (such as healthy vs. diseased, or with
various cognitive states), using a t-test.

The t-test, a valuable tool for feature selection in EEG research that enables
researchers to pinpoint the most instructive elements from a dataset and use them for
classification or prediction tasks, was used in the current work. A t-test was conducted to
identify columns with p-values below 0.05. This two-sample test compares the means of two
groups and provides a p-value to assess the significance of the difference. The analysis was
performed using the built-in ttest2 function, with Vartype set to “unequal” to account for
differing variances between the samples. The training dataset’s columns with p-values under
0.05 are regarded as statistically significant in terms of their ability to predict the target variable.
Based on their p-values, these important columns were arranged in descending order and saved
in a variable. Which helped decide which attributes would provide the best predictions.
Training and Testing:

Monte Carlo random sampling is frequently used in EEG research to model the impact
of various experimental settings on EEG data. To replicate various forms of brain activity,
such as various neuronal firing patterns or levels of synchronisation, researchers can employ
Monte Carlo random sampling. Researchers may replicate various levels of noise in the EEG
data using this technique, such as measurement error or interference from outside sources [47].
In this work, the Monte Catlo technique is used to produce random sampling from the filtered
EEG data. The fundamental principle of Monte Carlo random sampling is to create a group
of samples that closely resemble the characteristics of the underlying distribution using random
numbers. To perform Monte Catlo, a loop from 50 to the length of the features with p-values
less than 0.05 (or a maximum of 5000) was developed. The process was repeated for 100
iterations. For the training and test sets of data, the chosen features were kept in the different
variables.

Classification:

A technique called classification uses a set of labelled data as a reference to predict the
category or label of a given data point based on its attributes. In EEG analysis, we can train a
model to identify particular brain activity patterns connected to various cognitive or emotional
states. A classification model is a model that can distinguish between the brain signals for a
happy emotional state vs a sad emotional state. For classification, there are many different
types of machine learning algorithms, such as Support Vector Machine (SVM), Naive Bayes
(NB), and Random Forest (RF). In this study, the result is found using different classifiers, but
the best result with SVM is mentioned. The other reason is that SVM is the most successful
for classifying EEG in most of the studies mentioned in the literature. SVM is trained using
an EEG dataset of various participants for different brain conditions, such as various forms
of brain activity or various cognitive states.

For instance, a researcher uses SVM [23] to categorise various forms of brain activity,
such as various neuronal firing patterns or various degrees of synchronisation, depending on
the strength of various frequency bands in the EEG data. The researcher can employ a variety
of features, including connection measurements, coherence, the power of various frequency
bands, the amplitude of various electrodes, and other derived features.
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Performance Parameters:
In this study, the main performance parameters are accuracy, sensitivity, and specificity,
which are described as

TP+TN
Accuracy = mxloo (13)
. TP
Sensitivity = TP+FN (14)
TN
Specificity = 15
PECIeTY = INTFP (13)

A True Positive (TP) occurs when the model accurately predicts the real feeling. A
True Negative (TN) occurs when the model properly predicts that the actual emotion does
not belong to the provided class. A False Positive (FP) occurs when the model mistakenly
predicts that the actual emotion belongs to the provided class. A False Negative (FN) occurs
when the model mistakenly predicts that the actual emotion does not belong to the provided
class.

Results:

In this section, the results are discussed comprehensively. The findings include
noteworthy observations, which include any differences or similarities in the results acquired
from various feature extraction approaches. This section also includes a comparison based on
the accuracy of various approaches.

Feature Results:

The comparison summary of all four techniques is mentioned in Table 2. Accuracy,
Specificity, and Sensitivity of Raw features, PSD, WT, and CNN are shown. The CNN model
for feature extraction performed best, with an average accuracy of 0.8, sensitivity of 0.74, and
specificity of 0.86. The model was trained on a labelled dataset of EEG, using CNN layers for
the purpose of feature extraction and SVM to do classification of the dataset. The model’s
high accuracy score implies that it can classify emotions successfully. The combination of the
WT and SVM approach for EEG emotion analysis produced an average accuracy of 0.75, with
specificity and sensitivity scores of 0.79 and 0.71, respectively. These data indicate that the
approach has moderate accuracy but can appropriately distinguish between different moods.
The high specificity score of 0.79 implies a good capacity to identify negative emotions, which
could be useful in recognising illnesses such as anxiety or depression. However, the method’s
lower sensitivity score of 0.71 suggests that it may be less efficient at detecting pleasant
emotions.

Table 2. Performance measures of different techniques

Technique | Specificity | Sensitivity | Accuracy (%)
CNN 0.86 0.74 80
WT 0.79 0.71 75
PSD 0.76 0.68 72
Raw Features 0.73 0.57 065

The obtained specificity score of 0.76 suggests that the model is capable of reliably
recognising negative cases. The sensitivity score of 0.68, on the other hand, indicates that the
model’s ability to identify affirmative cases is only moderately successful. This suggests that
additional changes may be required to increase the model’s accuracy in detecting positive cases.
The results show that the combination of PSD and SVM model for EEG-based analysis of
positive and negative emotions is promising, with an overall accuracy of 0.72. The model
demonstrated strong performance in detecting true negative cases, with a specificity score of
0.76, indicating its ability to correctly identify instances where the analysed emotion is absent.
However, its ability to detect true positive cases was more limited, as reflected by a sensitivity
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score of 0.68, suggesting that the model occasionally misidentified the presence of the emotion.
Despite this drawback, the model’s total accuracy score suggests that it may be beneficial for
predicting both positive and negative emotions from EEG data. The RAW features were also
classified using an SVM model, which achieves modest accuracy, with an overall accuracy rate
of 0.65, meaning that the model correctly predicts emotional state in around 65% of cases.
The model’s specificity value of 0.73 indicates that it effectively recognizes true negative
occurrences when the analysed emotion is missing from the EEG data. Conversely, the
sensitivity score of 0.57 suggests that the model is less effective at detecting true positive
instances, where the EEG data confirms the presence of the analyzed emotion.

This suggests that the model may have missed certain cases where the emotion is
present, leading to erroneous negative results. Table 3 shows the outcomes of each subject
individually against every method. As previously discussed, each feature extraction method
was fed to SVM for classification, and the results were gathered for further analysis. Table 3
presents the results of all 25 subjects, and the average accuracy of each method is compared
and mentioned.

Figure 8 depicts a graphical depiction of the outcomes for each subject. The blue line
represents the raw features, the red line represents the PSD, the green line represents the WT,
and the yellow line represents the CNN method. The result shows that the CNN feature
extraction method outperforms the others for each subject. In Figure 9, we presented the
average accuracy of all four methods. We can see from the bar graph that the CNN approach,
along with SVM and t-test feature selection method, performs better than WT, PSD, and raw
data for emotion classification based on text stimuli.

Table 3. Performance measures of different techniques

Subject Percentage Accuracy
No. Raw Data | PSD | WT | CNN
Subject 1 04 70 | 72 87
Subject 2 06 72 176 90
Subject 3 05 72 | 76 75
Subject 4 03 70 | 75 77
Subject 5 81 75 | 74 76
Subject 6 05 75 | 70 85
Subject 7 60 74 |77 77
Subject 8 67 70 | 80 80
Subject 9 05 73 | 75 78
Subject 10 60 77179 80
Subject 11 06 71 | 76 78
Subject 12 04 72 | 75 84
Subject 13 08 73 | 74 81
Subject 14 062 74 | 78 82
Subject 15 06 75 | 73 79
Subject 16 05 76 |77 75
Subject 17 04 77 179 85
Subject 18 06 78 | 76 80
Subject 19 67 79 | 75 76
Subject 20 04 80 | 73 83
Subject 21 03 69 | 75 80
Subject 22 05 71 | 73 82
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Subject 23 62 73 77 80
Subject 24 66 75 72 81
Subject 25 64 77 78 80
Average 65 72 75 80
Accuracy
Subject-Wise Results of Each Model
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Figure 8. Analysis of Subject Outcomes and Average Accuracy for Feature Extraction
Methods
Discussion:
In this study, the data is collected based on a novel experiment design that is used only
in this study. That’s why the comparison is done based on the existing methods with the
collected data set. The existing techniques are implemented on the collected data, which are

compared with the proposed hybrid model. The result is discussed in Figure 9.
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Figure 9. Average Accuracy of Feature Extraction Methods
Conclusions:

In recent years, EEG-based emotion analysis has received increased attention as a
promising method for analysing emotional reactions in a variety of disciplines, including
marketing research, mental health diagnosis, and affective computing. However, most earlier
studies used visual or natural stimuli to induce emotional reactions, with only a few studies
investigating the use of text stimuli. This vacuum in the literature is filled by this study, which
investigates the efficiency of using text stimuli to induce emotional reactions in participants.
This is a significant addition since text-based stimuli are routinely employed in real-world
communication and are more naturally valid in some settings. This study is, to the best of our
knowledge, one of the few to investigate the use of text stimuli in EEG-based emotion analysis.

The findings of the study show that using text stimuli efficiently stimulates distinct
emotional reactions, as seen by significant changes in EEG data patterns between positive and
negative emotions. This shows that text stimuli could be used as stimuli in EEG-based
emotion analysis. Furthermore, our findings emphasise the importance of advanced feature
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extraction approaches, including convolutional neural networks (CNN), wavelet transform
(WT), and power spectral density (PSD) analysis, in boosting the accuracy of EEG-based
emotion categorization. The CNN approach attained an accuracy of 80%, whereas the WT
and PSD methods achieved promising results of 75.40% and 72.80%, respectively. The use of
text-based stimuli in EEG-based emotion analysis has been relatively unexplored, and the
current study adds to the body of knowledge on the subject. The findings have substantial
implications for the use of EEG-based emotion analysis in the real world, as well as
prospective avenues for future research in this area.
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