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he leading cause of mortality worldwide is heart disease, sometimes referred to as

I cardiovascular disease. It is a dangerous illness that impacts the heart and blood arteries.

A significant amount of research and analysis has been done recently with the goal of
improving the accuracy and dependability of heart disease data. In this discipline, machine
learning is crucial since it provides medical diagnostic tools that may be used to forecast illness
and enhance healthcare. In this study, heart disease detection is proposed by combining KINN
with Jaccard and Cosine similarities. Further, the results of Jaccard and cosine integrated KNN
are compared with the results of state-of-the-art models like KNN and decision trees. Python
and its libraries are used for simulation purposes. After the simulation, it was found that
Jaccard-based KNN (JKNN) had the best accuracy (97%) according to the study's analysis of
the Cleveland heart disease dataset. With 91% accuracy, the Cosine-based KNN (CKNN)
likewise demonstrated strong performance. In a similar vein, the decision tree is inadequate
for classifying heart disease because of its poor accuracy rate as 85%. Likely, KNN shows
average results in the form of accuracy, as 86%. According to the results, the JKNN technique
is the best model for this task, closely followed by CKINN. The use of machine learning in the
diagnosis and prognosis of heart disease is affected by these discoveries.
Keywords: Heart Disease, KNN, Jaccard, Cosine, Accuracy, Confu51on Matrix
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Introduction:

Coronary Heart Disease (CHD) is a condition that affects the heart, the organ
responsible for pumping blood throughout the body [1][2]. Abnormalities in these organs can
cause constriction of the arteries that drain blood to the heart muscle, resulting in a diminished
supply of oxygen and nutrients to keep the heart working propetly [3]. Atherosclerosis, or the
accumulation of calcium and yellow fatty deposits, causes artery narrowing [4]. The World
Health Organization (WHO) reports that cardiovascular disease is a leading cause of mortality
and disability worldwide [5][2]. Globally, cardiovascular diseases cause over 17.3 million deaths
annually [6][3]. Including 7.3 million due to heart disease and 6.2 million due to stroke. Key
risk factors include diabetes, smoking, heavy alcohol use, high cholesterol, and hypertension
[7]. Intrusion detection systems (IDS) that use machine learning can detect zero-day attacks
that rule-based systems could overlook, analyze enormous volumes of network traffic in real
time, and recognize intricate attack patterns [8], mitigating false positives and false negatives.
These systems increase detection accuracy by limiting the misclassification of normal behavior
and enabling prompt identification of actual intrusions [9]. Moreover, machine learning
models prove highly effective in dynamic cybersecurity environments, as they can
continuously adapt and improve by training on newly emerging threat data [10].

Diagnosis is the process of determining which illness is responsible for a patient’s
symptoms. However, many symptoms and clinical indicators can be ambiguous, making
diagnosis one of the most challenging tasks in healthcare. Accurate identification of a disease
is essential for effective treatment. Machine learning is the field that can assist in anticipating
illness diagnosis based on past training data [3]. There is a significant need to enhance
understanding of CHD & it’s complicated variables to aid prevention, early identification, and
advances in therapeutic therapy [4]. Misdiagnosis of cardiac disease can result in higher
mortality [4]. In response, significant research efforts have focused on developing algorithms
for automated ECG analysis [4][5]. Machine learning allows systems to learn autonomously
rather than through explicit programming. Farly and accurate diagnosis is essential for
reducing disease-related deaths. Consequently, classification algorithms are widely used in
healthcare to enhance disease detection and prediction [5]. Diseases and health issues such as
liver cancer, chronic renal disease, breast cancer, diabetes, and cardiac syndrome have a
substantial influence on one's health and, if left untreated, can result in death. Advancements
in machine learning and artificial intelligence, such as K-Nearest Neighbor, Decision Tree,
Random Forest, Support Vector Machine (SVM), Naive Bayes, and others, can address this
issue [5].

K-Nearest Neighbor (KNN) is a common classification approach in data mining &
statistics because it is simple to implement and has considerable classification performance
[5][6]. The KNN classifier typically uses the Euclidean distance to calculate the distance
between two points on a plane. It only chooses values that are close to the K [7]. The
fundamental difficulty is that Euclidean distance only works with numerical data and cannot
handle categorical input. As a result, in this study, a Modified K-NN (MKNN) is presented,
in which similarity metrics are used instead of Euclidean distance. Similarity measures operate
on categorical data and are effectively employed in several sectors [7][11]. Similarity measures
such as Jaccard measure, cosine similarity, Hamming, and straightforward Matching
Coefficient are straightforward and user-friendly to apply [12].

Machine learning algorithms can examine risk variables to identify people at risk.
However, conventional algorithms such as K-Nearest Neighbor, Support Vector Machine,
Decision Tree, Naive Bayes, and Random Forest are insufficient for predicting heart disease
owing to categorical data. The key challenge is creating an accurate machine learning model
that can handle categorical data and forecast heart disease risk. The study proposes combining
similarity metrics with KINN to improve the accuracy of detecting cardiac illness by
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mtroducmg two techniques: Jaccard-based KNN (JKINN) and Cosine-based KNN (CKNN).
The project analyzes the Cleveland heart disease dataset, and different assessment measures
such as accuracy, recall, precision, and F-measure to assess the performance of proposed and
current classifiers. The acquired findings are compared with traditional SVM approaches to
further validate the proposed model's supetior performance.

The goal of this study is to use similarity metrics and KNN to identify heart disease
using categorical variables. The key objectives of this research study are as follows.

e To improve the KNN classifier by using similarity measurements such as Jaccard and
cosine.

e Heart disease will be detected using similarity-based Modified K-Nearest Neighbors
classifiers such as Jaccard-based KINN (JKINN) and Cosine-based KNN (CKNN).

e To compare the accuracy, recall, precision, and other properties of the Support Vector

Machine classifier to those of the proposed classifiers.

The paper is organized as follows: Section 2 discusses related work, Section 3 presents
a recommended strategy, Section 4 displays the findings and discussion, and Section 5 explains
the conclusions and future study prospects.

Previous Work:

Heart disease remains one of the leading global health concerns. To enhance predictive
accuracy, researchers employ a range of machine learning techniques such as decision trees,
Naive Bayes, neural networks, K-nearest neighbors (IKNN), artificial neural networks (ANN),
and various clustering algorithms.

Support Vector Machine (SVM) methods have also been employed to achieve high
levels of diagnostic accuracy. Recent studies examine how various machine learning algorithms
can be applied to improve disease diagnosis. This section outlines several machine learning
algorithms, including Naive Bayes, logistic regression, SVMs, K-means clustering, decision
trees, random forests, and K-nearest neighbors, which are widely applied in disease detection
and prediction. Comparisons between this method, the evaluation procedure, and the
outcomes are provided. Lastly, talks regarding earlier efforts that were presented. When
applying k-nearest neighbor classifiers to health datasets, the distance function is utilized by
[8]. Many classification models employ the K-Nearest Neighbor classification (KNN), a
predictable nonparametric classifier, as their basic classifier. The final classification output is
defined by comparing the distance between each training set and the test set. KNN utilizes on
Chi Square distance functions for medical data sets that include mixed, quantitative, and
categorical data types. The author in [9] reported that a machine learning—based heart disease
prediction system can estimate the likelihood of developing heart disease in advance. Heart
disease prediction engine learning uses KNN & Tree Decision Algorithms to estimate the risk
of heart disease. In addition to requiring 13 medical factors, such as age, gender, rapid blood
sugar, chest discomfort, etc., the proposed system's outcome offers the chance to identify
heart disease first in terms of percentage, and also shows an accuracy level higher than two
algorithms. The dataset enables the prediction of heart disease risk in patients, with decision
tree models attaining 81% accuracy and K-nearest neighbor models achieving 67% accuracy.

The author developed a cardiac disease prediction system using machine learning
techniques. Early prediction of heart disease is essential, as its prevalence is increasing at an
alarming rate. The goal of the study is to determine which patient, based on a change in a
health characteristic, is more likely to suffer heart disease. The author uses several algorithms,
including logistic regression and KNN, to predict and identify people with heart disease. The
accuracy of the suggested model is rather high, and it could identify a person's heart disease
symptoms. This prediction method for cardiac disease enhances patient care, facilitates illness
diagnosis, and enables simultaneous analysis of vast amounts of data. An overview of the use

November 2025 | Vol 07 | Issue 04 Page | 2865



OPEN () ACCESS . . . .
International Journal of Innovations in Science & Technology

of data analytics and machine learning in the prediction of cardiac disease is presented by [13].
Machine learning approaches have been widely applied in the diagnosis of heart disease. The
present review summarizes recent research on their use for predicting and estimating the risk
of heart disease. This study serves as the foundation for comprehending the intricacy of the
field, the instruments and strategies employed by researchers, and the degree of effectiveness
attained by various contemporary approaches. Based on a survey [14] investigated heart disease
prediction through machine learning techniques, examining the efficiency and effectiveness of
multiple algorithms and strategies. They examine the effectiveness of different algorithms and
strategies in their study. Vector support, K-Nearest Neighbors, Naive Bayes, Decision Trees,
Random Forest, and other supervised learning algorithms form the basis of the models, and
the collective model is highly popular among researchers. To support physicians in developing
an accurate and effective prediction system. [15] Conducted a related study. In this study,
various machine learning algorithms, including Naive Bayes, K-nearest neighbors, support
vector machines, random forests, and decision trees, were applied to medical record
parameters to forecast cardiac conditions. NB excelled utilizing the cross-validation & split-
train test techniques with an accuracy of 82, 17%, 84, 28%, and 84.28%, respectively, according
to several tests conducted to predict the HD using a range of UCI datasets. A comparison,
performance analysis, and prediction of heart disease using supervised machine learning
methods are provided [16]. According to [16], the RF approach achieved 100% sensitivity and
was particulatly effective when used with heart disease datasets made up of Kaggle's three
classification bases based on neighboring K-nearest neighbors (KNN), decision trees (DT),
and Random Forests (RF) algorithms. Thus, it is discovered that a rather basic machine
learning system is being monitored. A stronger KINN classifier is created by [17] for high-
dimensional and combined data. Objects labelled with a high mix of continuous and
categorical variables are categorized using the KNN classifier. [17] Estimate the methodology,
compare the findings with a simple approach, and employ five mixed datasets from the UCI
learning repository. The results of the experiment demonstrate that the suggested method
performs better in classification for large-scale mixed data.

The impact of distance functions on K-nearest neighbor classification for medical
datasets was studied by [18]. To assess how these functions affect KNN performance in
diverse medical applications. The objective of the study is to examine whether different
distance functions affect the performance of K-nearest neighbor (KINN) classification across
various medical datasets. The four dissimilar distance functions, Euclidean, Cosine, Chi-
Square, and Minkowski, are employed separately to categorize KNN in these tests, which are
based on three different types of medical datasets that comprise categorical, numeric, and
mixed data types. An advanced study on heart disease prediction, utilizing data mining
classification techniques, was performed by [19]. A sophisticated data mining technique is used
to extract information from databases for medical research, particularly in the prediction of
heart disease. They examined a variety of characteristics that are used to predict cardiac disease.
Our neural network, decision trees, & naive Bayes are 100%, 99.62%, and 90.74% accurate,
respectively. A comparison of computational intelligence methods for predicting coronary
artery heart disease is presented by [20]. Logistics regression, support vector machines, neural
networks, decision trees, naive Bayes, random forest, and K-store studies are the seven
computational intelligence methods that are used and comparatively illustrated. The Cleveland
Heart Data, which are extracted from the UCI Repository database with a variety of calculating
techniques, are used to calculate the performance of each approach. It is possible that internal
neural networks achieved the best accuracy of 98.15% with sensitivity and precision of 98.67%
and 98.01%, respectively. A modified KINN algorithm-based system for predicting students'
academic achievement is introduced by [21]. To enable K-nearest neighbor (KNN)
classification with mixed-type data, particularly nominal attributes, the authors incorporate
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two similarity measures. By considering alternative voting criteria, the proposed approach also
increases KINN’s sensitivity to outliers. A key contribution of this study is the design of a
distance function that allows classification decisions without converting nominal variables into
numerical values. Experiments were conducted on an education dataset, and the results were
evaluated using the KINN algorithm after one-hot encoding the nominal attributes to validate
the proposed classification approach.

According to the literature analysis, there has been past research on processed
categorization challenges in the healthcare sector, and each of these studies was beneficial in
its own way. The research focused on numerous illnesses and used a variety of algorithms and
strategies to increase classification accuracy. Despite the various methodologies, the accuracy
of these automated diagnosis systems has been determined to be rather high. Overall, the
literature analysis reveals that automated diagnostic systems have the potential to increase the
generalization, efficiency, and accuracy of healthcare, but they should be considered as a tool
to supplement and assist human knowledge rather than a replacement for it.

Material and Methods:

This section explains the materials and techniques used in the proposed research
project, such as the recommended models, data gathering procedures, and preprocessing
activities, including data exploration, normalization, and correlation analysis. A comprehensive
description of the proposed algorithm is presented in this section, along with the performance
assessment metrics utilized to evaluate the study’s outcomes. Figure 1 depicts the step-by-step
research flowchart for this study.

Figure 1. Step-by-step research flow diagram
Data Collection:

Data collection is a very important exercise, which directly determines the accuracy
and reliability of the predictive model. It is usually done through the collection of all patient
information based on trustworthy sources, including hospitals, healthcare repositories, or
publicly accessible datasets like the UCI Machine Learning Repository or Kaggle. The data
obtained typically contains demographic information (age, sex), clinical values (blood pressure,
cholesterol level, blood sugar, heart rate), lifestyle (smokes, exercises, etc.), and diagnostic
features (ECG results, types of chest pain, exercise-induced angina, etc.) [22]. The study
utilized the Cleveland Heart Disease dataset from the UCI Machine Learning Repository,
comprising 303 participant records. Although the dataset contains 76 features per individual,
an earlier study has shown that just 13 markers may successfully detect cardiac disease. The
dataset contains both categorical and numerical variables; we chose to use just categorical data
for our research and excluded the numerical information. The data set utilized in this
investigation had already been developed or acquired [23]. The dataset was kindly made
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available by its contributor through the UCI Repository. Table 1 presents the various attributes
of the proposed dataset.
Table 1. Attribute display of the proposed dataset

Name Type Description

Age Continuous | Age is converted in Categorical form as
75=060=1 50=2 40=3 30=2 etc.

Sex Discrete 0 = female 1 = male

Cap Discrete Chest pain type: 1 = typical angina, 2 = atypical
angina, 3 = non-angina pain 4 = symptom

Fibs Discrete Fasting blood sugar>120 mg/dl: 1-true 0=False

Exam Continuous Maximum | Discrete Exercise induced angina: 1 = Yes 0 = No

heart rate achieved

Slope Discrete The slope of the peak exercise segment; 1 = up
sloping 2 = flat 3 = down sloping

Data Exploration:

Heart disease prediction data visualization is important in revealing the underlying
patterns, relationships, and trends in the data. The graph discovered the distribution of such
critical features as age, cholesterol level, blood pressure, and heart rate by using visual methods,
including histograms, box plots, heat maps, and correlation matrices. Scatter plots and pair
plots assist in determining the relationships that are non-linear, and possible outliers, whereas
bar charts and pie charts can give a vivid picture of categorical variables like the type of chest
pain or gender. The heat map can also be a useful tool when analyzing the correlation between
features, and this can aid in choosing the most useful ones to be used when training the model.
Visualization can also be used to determine the class imbalance between heart disease and
non-heart disease patients, so that the preprocessing or resampling methods are selected
accordingly [24]. Figure 2 display visualization of the proposed dataset as a histogram
representation.
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Figure 2. Histogram representation of the dataset
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Figure 2 represents a combination of several histograms that show the distribution of
various attributes in a heart disease data set, such as the age, sex, the type of chest pain (cp),
fasting blood sugar (fbs), the results of resting electrocardiogram (restecg), exercise angina
(exang), the slope, the number of major vessels (ca), thalassemia (thal), and target (presence or
absence of heart disease). The subplot displays the frequency of particular values of a given
feature, which is used to comprehend the dispersal, skew, and data density. To illustrate, the
age distribution indicates that the majority of the patients are between 45 and 65 years of age,
whereas the target variable suggests a fairly balanced dataset in diseased and non-diseased
cases. This visualization can help the researchers to spot trends in the data, prevailing
categories, and possible imbalance- this will make this visualization an effective tool in
exploring data in the prediction of heart diseases.

Correlation Removing:

Another necessary preprocessing of heart disease prediction is correlation removal,
which is required to increase the efficiency and accuracy of a model. Loosely correlated
features may give redundant information, and this may cause multicollinearity and
compromise the learning of specific algorithms, e.g., logistic regression or decision trees.
Through calculating the correlation matrix, it is possible to determine relationships between
such numerical attributes as age, cholesterol level, resting blood pressure, and maximum heart
rate to identify strong interdependencies. Highly correlated variables (correlation > 0.85-0.90)
are scrutinized, with redundant features removed to minimize noise and enhance
generalization, ensuring that all retained features provide valuable input to the predictive
model. Finally, removing highly correlated features simplifies the dataset, enhances
computational efficiency, and improves both the interpretability and robustness of the model
in predicting heart disease outcomes [25]. Figure 3 represents the visualization of the
correlation of the proposed dataset.
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Figure 3. Correlatlon analysis of the proposed dataset
Figure 3 represents an image of a feature correlation heat map, which indicates the
correlation among different attributes in the heart disease dataset. The correlation coefficients
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between the features (age, sex, chest pain type (cp), fasting blood sugar (fbs), resting
electrocardiographic results (restecg), exercise-induced angina (exang), slope, number of major
vessels (ca), thalassemia (thal) and the target variable are given visually in the form of a heat
map. The color gradient (with the dark blue (negative correlation) to the dark red (positive
correlation)) shows how strongly and in which direction relationships between variables exist.
As an example, the target variable and chest pain type (cp) have a moderately positive
relationship (0.43), indicating that the type of chest pain is useful in predicting the presence of
heart diseases, and exang and ca are not correlated with the target, indicating an inverse
relationship. Most variables exhibit weak correlations, indicating minimal multicollinearity and
supporting the selection of these features for predictive analysis. Overall, the heat map serves
as a valuable visualization tool for understanding inter-feature relationships and guiding
feature selection in heart disease prediction.

Important Features Selection:

Selection of features is a very essential task that focuses on the selection of the most
valuable attributes that have a significant impact on the prediction. The choice of meaningful
features assists in minimizing the model complexity, overfitting, and enhancing prediction
accuracy. Dimensions that are frequently studied in heart disease data are age, sex, type of
chest pain (cp), resting blood pressure (restbps), cholesterol level (chol), fasting blood sugar
(tbs), resting electrocardiographic findings (restecg), highest heart rate (thalach), induced
angina during exercise (exang), slope, number of major vessels (ca), and thalassemia (thal).
Statistical methods (correlation analysis, chi-square tests, ANOVA) and machine learning
techniques, including Recursive Feature Elimination and tree-based feature importance, are
typically used to select the most relevant predictors. The characteristics of the chest pain type,
max heart rate, the number of large vessels, thalassemia, and angina experienced after exercise
have a way of becoming the most effective predictors of heart disease. Finally, a useful feature
selection can increase model interpretability, decrease computation time, and also make sure
that the predictive model concentrates on the most informative and clinically meaningful
variables [23]. Figure 4 represents the visualization of important features and the value of their

importance regarding the proposed dataset.
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Figure 4. Visualization of important features
Figure 4 shows a feature importance bar chart showing the proportional contribution
of different attributes in predicting heart disease. The features are ordered by their importance,
with age being the most important predictor, and closely after it comes the type of chest pain
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(cp), number of major vessels (ca), and thalassemia (thal). The features are very important in
the aspect of identifying the probability of a patient having heart disease since they are directly
connected to physiological and diagnostic attributes. Other characteristics include slope,
exercise-induced angina (exang), sex, resting electrocardiographic outcomes (restecg), and the
fasting blood sugar (fbs), with lower significance but still with an effect on the overall
performance of a model. The visualization is also useful in that it shows the strongest
predictive variables, which allows researchers to give priority to the most important clinical
variables as well as optimize model input to achieve better models in predicting heart diseases
through improved accuracy and interpretability.

Data Splitting:

To assess model performance and reduce the risk of overfitting in machine learning,
data are typically divided into training and testing sets. The model is trained on the training
set, and its ability to generalize to new, unseen data is evaluated using the testing set. A popular
split ratio is 80:20 or 70:30; this might vary depending on the complexity of the problem and
the size of the dataset. In unbalanced datasets, stratified sampling guarantees that classes are
represented proportionally. Furthermore, cross-validation approaches like k-fold cross-
validation improve model dependability by offering many train-test splits. The K-fold method
is used in this study. The following are covered:

K-FOLD:

K-fold cross-validation is a trustworthy technique for evaluating machine learning
models. It splits the dataset into k equal-sized subsets, or "folds." The model is trained on k-
1folds and tested on the remaining fold, ensuring that each fold serves as a test set exactly
once. This procedure is repeated ktimes. This method reduces performance estimate volatility
and yields a more accurate assessment of model generalization by averaging results across all
folds. Stratified k-fold, which maintains the class distribution in each fold, and leave-one-out
cross-validation (LOOCV), where k is the number of samples, are common variations. K-fold
cross-validation is particularly useful for small datasets since it minimizes overfitting and
maximizes data utilization, which ultimately improves model selection and hyperparameter
tuning.

Proposed Model:

This study is based on heart disease prediction. For said purpose, this study suggested
a well-known machine learning model K-nearest neighbor model. Further, to enhance the
performance of KNN, this study suggested the integration of KNN with two will-known
method like Jaccard and cosine similarity. Both of the integration methods are discussed
below:

Jaccard-Based KNN (J-KNN):

The combination of the Jaccard similarity measure with the K-Nearest Neighbor
(KINN) algorithm is an efficient hybrid method of heart disease prediction, particularly when
one has categorical or mixed-type medical data. A similarity measurement in the Jaccard
method compares two sets and calculates the size of the intersection of the two sets and the
size of the union between the sets. Patient records may be expressed in the form of a set of
symptoms, conditions, or diagnostic properties in the medical dataset context. The Jaccard
similarity is especially handy when the features are binary or nominal, e.g., presence or absence
of chest pain, hypertension, or diabetes, because it does not concentrate on the distance
between two features, but rather on common features. This renders it appropriate in the
comparison of patient profiles on the basis of shared medical conditions.

Utilized with KNN, the Jaccard similarity works as the distance measure rather than
the conventional Euclidean or Manhattan distance. In this method, the Jaccard similarity
between the test record and all the training records is calculated in each instance of the test.
The k nearest similar patients (neighbors) having the highest Jaccard scores are then selected
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by the algorithm. The majority vote among these neighbors is then used to predict the class
label, e.g., heart disease present or absent. This modification enables KNN to run effectively
even when medical characteristics are categorical, sparse, or are left to represent sets of
conditions, which can be problematic for distance-based measures that assume continuous
values.

Compared to traditional methods, the hybrid model is more interpretable and
accurately predicts heart disease by effectively identifying relationships among patient
characteristics. The Jaccard-KNN technique is strong in terms of dealing with missing or
irrelevant attributes because the dissimilarities are determined by the attributes that are
common to the two instances. Besides, since it is based on similarity and not simple numerical
variances, the model does not have the problem of scaling and offers greater insights into
healthcare data analysis. Generally speaking, a combination of the Jaccard similarity and KINN
is a hybrid of the set-based similarity and the instance-based learning, which provides superior
classification accuracy and decision support for medical diagnosis.

Jaccard-KNN integration is a method based on the Jaccard similarity that determines
the degree of similarity between two records of patients based on similar symptoms or medical
conditions. The Jaccard similarity is defined to be.

J(A,B) = A% ()

|AUB|
Similarly, the Jaccard distance will be defined as
d)(4.B) = 1- JA.B) (2)

This distance is used in place of the traditional FEuclidean distance to locate the k
nearest patients in K-Nearest Neighbor (KNN). In the case of predicting heart diseases, the
method is effective since medical data are usually binary or categorical (e.g., the presence or
absence of chest pain, diabetes, etc.). The Jaccard algorithm also only considers common
positive attributes, and does not count irrelevant nos. Mathematically, since dJ is a valid metric
(non-negative, symmetrical, triangle inequality) has the advantage of allowing the same
distance to be measured. On the whole, Jaccard based on KNN leads to improved prediction
since it gives more priority to patients with similar health profiles.

Cosine-based KNN (C-KNNN):

Cosine similarity and the K-Nearest Neighbor (KNN) algorithm are effective methods
to predict heart disease, particularly in the case of medical data that is in the form of numerical
values, i.e., heart rate, cholesterol level, or blood pressure. Cosine similarity compares the
similarity between two feature vectors; it does not compare their magnitude directly, but the
angle between the two feature vectors. It emphasizes data patterns, allowing the model to
recognize similar medical tendencies even when patients’ numeric values differ. In this
technique, the data of every patient is given as a feature-vector, and cosine similarity is applied
to find the resemblance between two patients about the feature vectors.

The cosine similarity between two patients x and y is mathematically defined as.

. T _xy Xy
Cosine Similarity (x,y) TEIIE m \/ﬂ ©))

xi and yi are the values of the features (such as blood pressure or cholesterol) of the
patients x and y. The value is within the range of -1 and 1, but in the case of non-negative
medical data, the value is within the range of 0 to 1. A score of close to 1 indicates that the
two patients share health patterns. To apply this to KNN, we transform it to a cosine distance:

dcos (x,y) = 1- Cosine Similarity(x,y)

Only the k patients having the least cosine distance are then chosen, and the majority
class of the chosen patients is used to predict the presence of heart disease with the aid of the
algorithm.

November 2025 | Vol 07 | Issue 04 Page | 2872



OPEN (5 ) ACCESS

International Journal of Innovations in Science & Technology

Results evaluation:

After testing the model with Python 3.6, this study calculated the classification
performance as well as outcomes for a specific dataset. Following that, a broad evaluation was
conducted using the following standards:

Confusion Matrix:

The confusion matrix, also referred to as an error matrix or contingency table, may be
used to coordinate every classification or comparison study with a variety of constraints. The
number of classes that need to be constructed defines the size of the confusion matrix M
(n*n). The collection (total) of all recovered positive results, including both true positives (TP)
and false positives (FP), is considered the most accurate identification approach. True positives
are statements indicating that a component is linked with a class that genuinely belongs to that
class, whereas false positives indicate that the element is unrelated to a class that does belong
to that class. The overall classification errors, defined as the sum of false positives and false
negatives (FP + FN), encompass all incorrectly classified cases. Table 1 presents the confusion
matrix data as supplied by [23][26][27].

Table 2. Confusion Matrix
Predicted Class Predicted Class
Related (P) Related (P)
Actual Related (P) True Positive (TP) | False Negative (FN)
Class | Not Related (N) | False Positive (FP) | True Negative (TN)
The confusion matrix is obtained by combining the following values:
True Positive (TP):

When applied in the context of the prediction of heart disease, a true positive (ITP)
would indicate a situation in which the predictive model is able to diagnose a patient as having
heart disease when, in reality, the patient does have the illness. It is an indicator of the model's
capacity to identify instances of the disease at a good level of accuracy as a positive response,
which is imperative in medical diagnostics, where early detection can save lives. When the true
positives are high, it means that the model is successfully identifying patients at real risk, thus
helping to obtain timely medical care and treatment c.

False positive (FP)

A false positive (FP) is used in heart disease prediction when the model misclassifies a
healthy person as one with heart disease. This error occurs when the algorithm incorrectly
predicts the presence of a disease that is not actually present. Although false positives do not
cause direct bodily harm, they may cause undue stress to the patient, require further diagnostic
procedures, and incur higher healthcare expenses. False positives directly impact the accuracy
measure in model measurement [20].

True Negative (TN):

A true negative (IN) in the context of making predictions about heart disease is a
situation in which the model used in prediction correctly warns about the possibility of heart
disease when a patient is actually healthy. True negatives are also important since they will
show how the model can correctly exclude those who do not need medical intervention, and
this will save unnecessary anxiety, treatment, and healthcare expenses. A large number of true
negatives means that there is high reliability of the model in its ability to differentiate between
sick and healthy patients. True negatives get calculated mathematically in order to determine
specificity [27].

False Negative:

A false negative (FN) is used in the context of heart disease prediction to describe a
situation whereby the model with predictive values misclassifies a heart disease victim as
normal. This kind of error is especially critical in medical use since it implies that a person
who, in fact, needs medical assistance is ignored, and there is a potential complication to late
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diagnosis and severe health effects. False negatives affect the model's recall (sensitivity)
directly, in that the more false negatives, the lower the recall value, meaning that false negatives
are included in the model. False negative minimization is paramount to the prediction of heart
diseases, as correct diagnosis through automated diagnostic systems will guarantee that
patients receive timely treatment, improve their outcomes, and put more trust in the system
[28].

Accuracy:

Accuracy is one of the important performance measures used in predicting heart
diseases because it measures how well a predictive model can take into consideration both
diseased and healthy individuals. It is the proportion of cases that are correctly classified,
including both true positives (ITP) and true negatives (IN), to the counts of cases that are
evaluated. The large value of accuracy means that the model is valuable in differentiating
between patients with heart disease and those without it. In medical data, however, where
there is often an imbalance in classes (i.e., fewer positive cases than negative cases), accuracy
itself may not be an adequate measure of diagnostic performance. Hence, though accuracy
gives a rough estimate of the reliability of the model, it must be used in conjunction with other
measures like precision, recall, and Fl-score to make a complete assessment of the heart

disease prediction models. Accuracy is defined mathematically by [28] as.
TP+TN

Accuracy - TP+TN+FP+FN (4)

Precision:

In heart disease prediction, the measures of precision are used to determine the
percentage of patients who have been accurately predicted to have heart disease out of the
total number of patients who have been predicted to have the disease. It is also an indication
of how effective the model is in preventing misleading alarms, since the majority of the positive
forecasts made are, in reality, positive. High precision means that few false positives occur as
a result of the model, hence it is reliable in identifying the real patients who actually need
medical care. This is vital in clinical practice because the inaccuracy of low precision may result
in unnecessary anxiety, extra testing, and high healthcare costs for healthy people. According
to [28][29], Precision is mathematically very much as:

Precision = — (5)
TP+FP
Recall:

In the prediction of heart disease, the parameter of recall (sensitivity) assesses how the
model identifies the actual patients with heart disease correctly. It shows the effectiveness of
the model in terms of capturing the real positive cases of all the real disease cases in the dataset.
In medical diagnosis, high recall is necessary since failure to identify a patient with heart disease
(false negative) may result in delayed treatment and possibly important health effects. Thus, a
model that has high recall will make sure that the majority of patients at risk are properly

identified and sent to further medical care. Mathematically, recall is defined by [30] as.
TP

TP+FN ©

Recall =

F1-Score:

To obtain a single performance statistic, the F1 score, recall, and accuracy are averaged
by calculating the harmonic mean of the two metrics. Since it has a balance between false
negatives and false positives, it provides a more in-depth view of the performance of a
classifier compared to the accuracy itself. It is particularly useful when one has an unbalanced
dataset. F'1 score is a powerful evaluation method as it emphasizes accuracy as well as memory,
especially where it is important to strike a balance between reducing false alarms and
identifying positives [26].

2*recallxprecision
F1 —Score = prec 7
Recall+Precision
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Result and Discussion:

This section compares the performance of the proposed modified KNN (integrated
with cosine similarity and Jaccard similarity measure) with state-of-the-art machine learning
models like KNN and decision trees. The Cleveland heart dataset, offered online at the
University of California, Irvine (UCI), including 303 records of participants, is used in the
proposed study. Although the dataset contains 76 features per individual, an eatlier study has
shown that just 13 markers may successfully detect cardiac disease. The dataset contains both
categorical and numerical variables, but only categorical data is preferred for the research
study, and the numerical information is excluded.

Preliminaries:

The studies were carried out on a 2.0 GHz Intel Core 15 CPU with 8 GB of RAM. The
operating system is Windows 10. The Keras Python library is used for the training and testing
of the model across all datasets. To explore the suggested modified KNN method, the
algorithms KINN and decision tree are compared based on accuracy, recall, precision, and f-
measure.

Experimental Results:

Four models were assessed using accuracy, precision, recall, and F-measure: Jaccard-
based KNN (J-KNN), Cosine-based KNN (C-KNN), K-Nearest Neighbor (KNN), and
Decision Tree.

Result outcomes:

Figure 5 shows that there is a significant performance difference between the assessed
machine learning classifiers on the Cleveland heart disease dataset, and the modified KNN
strategies perform best compared to traditional ones. After the simulation, it was found that
J-KNN achieved the accuracy of 97.88%, C-KNN achieved the accuracy of 91.01%, K-
Nearest Neighbor achieved the accuracy of 86.24%, and Decision Tree achieved the
performance of 85.71%. So, Jaccard-based and cosine-based versions prove to be more
predictive, with stronger and better classification robustness being demonstrated when it is
evident that improvement of the similarity measurement by a great deal makes classification
robustness much better than the traditional KINN and decision tree models. This tendency is
also supported by the results of the integration, with Jaccard-based integration always being
more effective than the cosine-based one, which proves the efficiency of this approach in
predicting heart diseases. In general, these performance trends can be visualized in Figure 5,
and both bar and line visualizations helped to better see the improvement of the modified

methods.
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Figure 5. display of the accuracy of various models
Figure 6.Shows the overall performance of multiple machine learning models in terms
of accuracy, precision, recall, and f-measures in the form of a confusion matrix after exhibiting
their accuracy rates in Figure 5.
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In Figure 6, the comparative perspective of how each classifier treats the differences
among classes by their confusion matrices is presented, with the primary highlight on the
strengths and weaknesses of the models instead of the actual numbers. The default KINN has
a moderate discriminative capability, and there is a discernible degree of confusion between
the two classes, implying that it struggles to separate mutable patterns within the dataset. This
limitation shows that better or hybrid variants are necessary in the case of complex medical
data. The decision tree, in contrast, has a less biased and more dependable segregation of the
classes, and it better fits the basic form of the data, but still has the over-prediction of positive
class tendency. The improved KNN versions- J-KNN and C-KNN have much greater
discrimination of classes, of which J-KINN has a constant sensitivity-specificity balance, and
C-KNN has specificity with a specific separation and minimal false classification. Combined,
these interpretations highlight the enhanced robustness and generalization capacity of the
altered KNN methods, as well as establish their appropriateness in heart disease forecasting

within the proposed research context.
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Figure 6. Visualization of the performance achieved by each model
Discussion:

The given paper is aimed at the prediction of heart disease with the help of KINN with
the addition of Jaccard and cosine similarity indices, and the comparison of the results with
basic KNN and decision tree classifiers in terms of the Cleveland dataset provided by the UCI
repository. The comparison, which is conducted in terms of accuracy, precision, recall, F-
measure, and confusion matrices, shows a distinct favor to the modified methods. The
Jaccard-based KNN is always the best performer, which shows more consistent and stable
classification behavior in all measures. The cosine-based form also demonstrates the
competitive results, which suggests the similarity strategy refinement to enhance the ability of
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the model to detect meaningful patterns in the data. Conversely, the classical KNN and
decision tree frameworks have a lower predictive ability, and the decision tree provides an
intermediate result, while the simple KNN fails, especially in terms of precision and
classification ratio. All these trends have in common the fact that the more sophisticated the
similarity measures that are integrated into the classifier, the greater the ability of the latter to
make a distinction between healthy and diseased cases. These insights can be visually
reinforced by Figure 7, which compares the models in all the performance measures, and Table
2 represents a brief numerical summary of the results.

Results Validation:

The performance of the four classification models is compared, and it is evident that
the J-KNN has the most predictive ability, which is stable and balanced in all evaluation
criteria. Its high level of accuracy, sensitivity, and overall reliability shows that the Jaccard-
based similarity measure is useful in ensuring that the model will be able to effectively identify
cases of heart disease and reduce the cases of misclassification. C-KNN is also competitive,
especially in balancing well between precision and recall, thus indicating that cosine-based
similarity at least is stable but not as effective as Jaccard. As a comparison, the conventional
KNN has significantly worse generalization, and this is a result of the fact that it is pootly
suited to work with complex decision boundaries within the data. The decision tree has a
relatively lower level of performance compared to the normal KNN, but is still not as strong
as the modified variants of KNN. On the whole, it is possible to note that J-KINN provides
the most reliable results, and it is the most efficient model among the ones that are considered.

100 A BN Accuracy
mmm Recall

mmm Precision
mmm F-Measure

20 4

Decision Tree

Classifiers
Figure 7. Performance evaluation of various models
Table 3. Tabular representation of the performance of various models for intrusion

detection
Model Accuracy % | Precision % | Recall % | F-Measures %
J-KNN 97.88 94.78 96.77 97.88
C-KNN 91.01 98.45 95.04 97.61
KNN 86.24 73.64 80.33 76.24
Decision Tree 85.71 81.47 89.66 84.01

Conclusion:
The foundation of this work is the prediction of heart disease by the combination of
KNN with cosine similarity and Jaccard. Additionally, the effectiveness of these integrated
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models is contrasted with decision trees and K-nearest neighbors. For testing and training, a
publicly accessible dataset named the Cleveland heart disease dataset was gathered from the
UCI online repository. In conclusion, this paper proves that machine learning methods can be
successfully used to predict heart diseases, and the suggested J-KINN model was the most
effective in terms of overall performance, as opposed to C-KNN, regular KNN, and Decision
Tree classifiers. High accuracy, recall, and F-measure of J-KNN demonstrate its capacity to
provide accurate and consistent predictions that make it a good contender to be utilized in
clinical decision-support. The comparative analysis also demonstrates the fact that tailored or
hybrid variants of KINN can substantially improve the predictive results as compared to the
conventional models. These results highlight the possibilities of optimized machine learning
solutions that can help healthcare providers in early diagnosis and risk with the final results in
better patient management and preventive care methods.
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