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n contrast to directly copying source text, abstractive text summarization produces short 
summaries through an understanding of the text. Urdu's low-resource language, which is 
also characterized by complexities, presents further obstacles. This text investigates the 

possible extent of deep learning models to automate Urdu text summarization. With respect 
to the general summary and particular attention to word choice, we try to address the 
challenges posed by the Urdu language, and we make use of deep learning models for a dataset 
of Urdu news articles to produce summaries that are accurate and coherent. BERTScore 
quantitative analysis reveals that the fine-tuned mBART model has an F1 score of 0.497, which 
is better than mT5 (0.355). As opposed to the most recent Urdu summarization research 
(2023-2025) in which the majority of reports include ROUGE-based scores, our methodology 
exhibits a superior semantic consistency and abstractiveness. 
Keywords: Abstractive Summarization, Urdu Articles, Deep Learning, Multilingual 
Transformer Models 
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Introduction: 
The growing digitalization of society, and particularly the rapid expansion of content 

available in news media, has made the development of tools to aid in the rapid comprehension 
of large volumes of text and efficient text processing essential. Although significant 
advancements have been made in abstractive summarization and other components of NLP 
for the English language, the processing of the Urdu language remains largely neglected. 
Although recent research has contributed to the development of Urdu NLP in other fields 
like text classification, sentiment analysis, and machine translation, abstractive text 
summarization of Urdu is relatively under-researched, especially in the context of large-scale 
transformer-based models and semantic assessment metrics [1][2][3][4][5]. 

Most existing Urdu summarization methods are extractive, selecting key sentences 
without fully capturing the essence of the text, often leading to fragmented results [6]. In 
contrast, abstractive summarization generates a more coherent and human-like summary by 
paraphrasing and rephrasing the content. However, limited tools and resources exist for Urdu 
[1]. 

This is the gap that our research is working towards closing by designing a deep 
learning model that can do high-quality abstractive summarization for larger texts in Urdu. 
Utilizing transformer-based models like mBART, we will be able to design a model that 
generates summaries that are both coherent and retain the original meaning. This fulfills a 
significant need in Urdu NLP, especially in news media. 

This research advances other initiatives that seek to create more complex NLP tools 
for less commercially dominant languages and contribute to the equity of language in 
technological innovation.  

Although recent research has augmented the current state of transformer-based Urdu 
summarization, recent studies that have been published after 2023 are focused on extractive 
or hybrid summarization, small datasets, or ROUGE-based metrics, and none of them 
explicitly investigated large-scale fine-tuning of mBART to Urdu abstractive summarization. 
Conversely, this paper provides a large-scale, transformer-based abstractive Urdu model 
trained with mBART, trained and evaluated with a dual-dataset training method, and 
BERTScore semantic evaluation. This stance makes our approach stand out among the recent 
Urdu summarization studies and makes it both innovative in its approach and analysis. 
Research Question and Problem Statement: 

The guiding research question is: “How is it possible to achieve effective deep learning 
techniques on abstractive summarization of large Urdu texts, particularly in low-resource 
languages?” Addressing the need for software that condenses large Urdu texts, including 
newspaper articles, into fluent and coherent summaries that accurately reflect the key points 
of the original text is the focus of this research. 

The rapid development of Urdu content on the internet, especially on news websites, 
has generated excess content that users are unable to process[7]. Generating abstractive 
summaries of texts provides users with the ability to receive the key points from texts without 
reading the entire document. However, this is a feature that the Urdu language currently lacks. 
Summarization models for Urdu are subpar, primarily using extractive models and classical 
ML techniques like Naive Bayes and Support Vector Machines, which do not sufficiently 
retain the semantics for abstractive summarization. 

Though mBART and similar models can handle low-resourced languages such as 
Urdu, they come with significant drawbacks. Models of abstractive summarization that are 
based on transformers, such as mBART, have been demonstrated to sometimes produce 
hallucinated or factually incorrect text, especially on low-resource languages or when trained 
on noisy data. This has been observed in recent abstractive summarization work, multilingual 
NLP, and also in our initial experiments, which led to careful fine-tuning and evaluation plans 
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[8][9]. Additionally, the lack of high-quality datasets to perform abstractive summarization on 
has been a big roadblock. Prior research has consistently underperformed, either due to a lack 
of robust datasets or the poor use of extractive summarization and/or overly simplistic 
summarization. 

Our research employs transformer-based models, specifically mBART, fine-tuned to 
address Urdu’s challenges. We solve the issue of dataset rigor by using a primary dataset of 
64,000 Urdu news articles with summaries, and a secondary dataset of 875 validated 
summaries[10][11]. This combination guarantees a large, varied, and quality dataset. Our 
framework aims to improve the quality of output summaries by concentrating on rephrasing 
and restructuring summaries instead of summarization. This approach reduces the trade-offs 
made to the multilingual models and makes them uniquely better at summarizing Urdu. 
Consequently, this research represents a notable contribution to Urdu NLP by overcoming 
the constraints of prior models, focusing on enhanced summarization instruments for the low-
resourced languages. 
Literature Review: 

This literature review will look at various research papers that have contributed to the 
field of Urdu abstractive text summarization, with particular focus on the deep learning models 
used, the data sets used, and the evaluation measures adopted. It will point out the methods 
and results as well as the comparison of the approaches to be discussed, giving an idea of the 
further development of this field and the directions that can be further investigated. 
Raza et al.[1] presented a method for abstractive summarization for Urdu with the help of 
transformer-based architectures. This study employed a news article dataset, although the size 
of the dataset and its structure were not clearly described. The authors mentioned that the data 
were enough to train the developed model in this study. For summarization, the manually 
created summaries were used as the ground truth. The entire data was divided into two sets, 
with 70% of the data for training and 30% of the data for testing. The method used included 
an encoder-decoder model, which is widely used in text summarization. Here, the encoder 
employed LSTM layers to encode the input text; the decoder produced the summary using an 
attention mechanism. Preprocessing included norming, stemming, tokenization, and 
elimination of stop words. According to the ROUGE metrics, the proposed model obtained 
an F1 score of 0.43 for ROUGE-1, 0.25 for ROUGE-2, and 0.23 for ROUGE-L. These results 
showed that the model can produce good and useful summaries, which was the purpose of 
the model[12][13]. The authors concluded that their proposed encoder-decoder framework, 
along with the attention mechanism, was promising for the abstractive summarization of low-
resource languages like Urdu. 

In another study, Raza et al.[2] have also done work on abstractive summarization by 
using both extractive and abstractive methods. Their dataset was collected from leading Urdu 
newspapers like Express, BBC Urdu, Nawa E-Waqt, Dawn, and Daily Jang, and contains 50 
articles on different topics, including health, sports, politics, etc. The articles ranged from 400 
to 1600 words, while summaries were between 33% and 80% of the article length. The authors 
suggested a combined solution based on the extractive techniques, including Sentence Weight 
Algorithm, TF-IDF, and Word Frequency Algorithm, as well as the abstractive BERT model 
[13]. While creating extractive summaries, it was possible to select important sentences that 
accounted for 30-40% of the input text. For the abstractive approach, BERT, a pre-trained 
model, was used in an encoder-decoder setup, and the LSTM layers were used for the encoding 
and decoding [14]. The model output was assessed using ROUGE indices, even though the 
paper did not report the scores obtained. The authors pointed out that abstractive summaries 
were shorter and semantically more significant than the extractive ones, and future research 
can be oriented toward improving the model to produce more concise summaries while 
preserving their logical structure.  
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Shafiq et al. [3] focused on abstractive text summarization for low-resource languages, 
particularly Urdu, using a dataset called the Urdu 1 Million News Dataset, which consisted of 
more than 1 million news articles categorized under sports, science and technology, business 
and economics, and entertainment. 

More recent sources have been more focused on transformer-only models on Urdu 
and low-resource language summarization. The author in [1] suggested an end-to-end 
framework based on transformers and contextualized embeddings to enhance sentence 
coherence, whereas Awais and Nawab (2024) [4] compared transformer models like the BART 
and GPT variants on large-scale Urdu data. These works indicate the increasing topicality of 
encoder-decoder transformer models to summarize Urdu, but their emphasis is mostly on 
ROUGE-based evaluation or hybrid summarization approaches. 

The dataset was split with 70% used for training and 30% for testing. The authors 
implemented a hybrid summarization approach that combined extractive techniques, such as 
the Sentence Weight Algorithm and TF-IDF, with abstractive techniques using a Seq2Seq 
model based on LSTM. This model design incorporated the use of three encoder layers, 
incorporating attention mechanisms, with one for the input sequence, one for the keywords, 
and the other for the named entities of the data set. The encoder employed a Bidirectional 
LSTM Architecture in order to capture contextual information flowing in both directions. On 
the other hand, the decoder utilized a global attention technique in order to produce 
summaries of the input data in an abstractive manner. Various summaries generated by the 
model were assessed using different ROUGE metrics. For example, the summaries had an 
ROUGE 1 precision of 79, while recall and F1 were 30 and 43, respectively. The authors then 
performed a comparison between the model and the existing Support Vector Machines (SVM) 
and Logistic Regression models, which showed the deep learning model to be superior to the 
other classical models in use. Additionally, the model was utilized for the summarization of 
Persian texts, and it was still able to surpass the classical approaches of BERT and GPT. 

To deal with the problem of limited sample size, Awais and Nawab, at [4], made the 
UATS-23 Corpus with a sample size of 2,067,784 news articles contains the Urdu language 
and are classified into different genres such as sports, entertainment, business, science, and 
technology. Each news article is provided with a title and is treated as an abstract, while the 
news story is the primary text. The mean number of words in a primary text was 205.6, and 
the average number of words in abstracts was 9.39. The primary text contains a maximum of 
3,000 to 20 words at a minimum. The authors used multiple deep learning models, including 
LSTM, BiLSTM, GRU, and Bi- GRU, as well as some transformer-based models: BART and 
GPT-3.5. The attention mechanism is used to let the model focus on the important parts of 
the text. The GRU with attention model surpassed the others, achieving a ROUGE-1 of 46.7, 
ROUGE-2 of 24.3, and ROUGE- L of 48.7. The difference was significantly notable, 
especially between GPT-3.5 and BART; it was apparent that the models faced issues with n-
gram overlap in the problem of Urdu summarization. Therefore, the authors concluded that 
the UATS-23 corpus will benefit the research work on summarization of the Urdu language 
in the future. 

Raza and Shahzad [5] came up with an end-to-end system for Urdu abstractive text 
summarization and a dataset of 19,615 documents and their summaries. They created the 
dataset by translating documents and summaries in English to Urdu with the help of Google 
Translate and then correcting them by hand. Their transformer-based method used RoBERTa 
embeddings to get contextualized representations. They also proposed the Context-Aware 
RoBERTa Score (CA-RoBERTa Score) that measures coherence based on the cosine 
similarity and a disconnection rate. They indicated ROUGE-1 = 25.18%, ROUGE-2 = 
12.14%, and ROUGE-L = 21.50 using the Event Causality Reasoning and ROUGE metrics. 
The Urdu dataset obtained a CA-RoBERTa score of 20.61, which shows that the sentence-
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level coherence is strong, but the authors stated that it can be further improved through the 
use of newer pre-trained models and fine-tuning. 
Multilingual Abstractive Summarization (2023–2025): 

The current (2023-2025) literature has moved more towards multilingual abstractive 
summarization, no longer being language-specific pipelines but multi- and cross-lingual 
frameworks that are more capable of low-resource environments. These papers highlight (i) 
enhanced pretraining techniques in multilingual encoder-decoder systems, (ii) cross-language 
transfer and zero/few-shot learning on languages with little annotated data, and (iii) enhanced 
resilience to domain shifts and longer text inputs. It has been found that the quality of 
multilingual summarization is not only related to model capacity but also data curation 
(coverage, domain balance, and noise control) and specific fine-tuning strategies[13][14].  
Multilingual Summarization Evaluation (2023–2025): 

Recent practice in evaluation suggests that several complementary measures are used 
due to the fact that the lexical overlap measures may not be reliable across languages and 
writing styles, particularly in the case of abstractive work. Along with ROUGE-type overlap, 
semantic similarity metrics (e.g., embedding-based metrics) are now more frequently used, as 
well as factuality/faithfulness checks (to detect hallucinations or false claims), and structured 
human evaluation (with a focus on fluency, coherence, and coverage). More open evaluation 
plans (e.g., well-defined rating rubrics, regular sampling procedures) are also reported in many 
of the recent studies to enhance reproducibility and minimize subjectivity [15].   
In conclusion, the publications studied note the effectiveness of integrating deep learning 
models like LSTM, GRU, and transformer architectures to automate high-quality Urdu 
summarization[16]. Although challenges remain, such as the lack of large, annotated datasets, 
pre-trained models, and the need for new datasets and metrics (like the UATS-23 Corpus and 
CA-RoBERTa), the data have the potential to fuel future advancement. Future improvements 
pertaining to coherence in sentences and the evaluation returns will be essential to progress 
Urdu language summarization heuristics in scenarios with limited resources.   

The recent literature (2023 -2025) is mostly focused on the extraction or hybrid 
approach, the small or poorly validated datasets, and the ROUGE-based evaluation when 
implementing transformer-based architectures to summarize Urdu[17][18][19][20][21][22]. 
These are not the only works that do not directly explore large-scale mBART fine-tuning on 
Urdu abstractive summarization with semantic-level evaluation. This loophole is the direct 
cause that drives the proposed approach in this study. 

Although these have been achieved, the abstractive summarization of Urdu by large-
scale fine-tuning of mBERT, with semantic evaluation outside of ROUGE, has not been 
adequately studied, which justifies the direction taken in this paper [18]. Table 1 presents a 
summary of the major findings from the literature review. 

It should be mentioned that direct quantitative comparison between the previous 
studies is hampered by the fact that the size of data sets, the method of evaluation, and the 
selective reporting of evaluation measures vary in prior Urdu summarization research. 
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Table 1. Literature review summary. 

Study Models Dataset Results 

[23] Transformer-based (LSTM with Attention) News articles dataset (size not mentioned) ROUGE-1: 0.43 
ROUGE-2: 0.25 
ROUGE-L: 0.33 

[6] BERT 50 articles from various publications Rouge score not 
specified. 

[7] (Seq2Seq with Bi-LSTM) Until 1 Million News Dataset; summaries extracted ROUGE-1: 43% 
ROUGE-2: 25% 
ROUGE-L: 52% 

[1] GRU with Attention UATS-23 Corpus (2.5k headlines as summaries) ROUGE-1: 46.7% 
ROUGE-2: 28.5% 
ROUGE-L: 48.7% 

[2] Transformer-based (RoBERTa embeddings) 19,615 documents, translated and manually corrected ROUGE-1: 25.18% 
ROUGE-2: 12.14% 

Table 2. Dataset Summary and Key Statistics 

Dataset Entries (Original) Final Entries Discarded (%) Summary Source Validation 

Hugging Face Dataset 67,000 64,000 4.5% GPT-3.5 +Human Validation Randomly sampled 
0.3% (~200 entries) 

Kaggle Translated Dataset 1,000 875 12.5% GPT-4 (Summaries) + Manual Validation Fully validated (100%) 

Table 3. Existing Models for Abstractive Summarization 

Model Comparison Abstractive Capability Trained in Urdu Architecture Performance 

mBART Yes Yes Encoder–Decoder Selected 

mT5 Yes Yes Encoder–Decoder Selected 

Pegasus Yes No Encoder–Decoder Not Suitable 

Llama No No Encoder Only Not Suitable 

IndicBART Partial Partial Encoder–Decoder Not Suitable 

BERT, RoBERTa No No Encoder Only Not Suitable 
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Dataset: 
Data Acquisition: 

For our abstraction Urdu text summarization model, the data acquisition processes are 
fundamental in establishing a reliable training set. This passage describes in detail the processes 
of data collection, verification, and the subsequent steps of refining data utilized for training 
and fine-tuning the model. Our main dataset includes 67,000 Urdu news articles obtainable 
from Hugging Face[24]. This dataset contained summaries that reviewers assessed. Due to the 
difficulties that this case faced, mostly insufficiently identified datasets for Urdu text 
summarization, we reached out to the dataset author to comprehend the dataset construction 
process. The author reassured that the dataset was dependable and provided reasonable 
information regarding the dataset construction and validation processes[17]. To ensure the 
dataset’s reliability, we performed additional validation and random sampling of the dataset, 
choosing 200 entries (0.3%). Each of the sampled entries was read and reviewed for the quality 
of every document, coherence among arguments, and relevance to the topic of data. This 
further quality control validation process confirmed the dataset's reliability and assured us that 
we could use it to train the model. This does not change the fact that we still need to carry out 
some preprocessing steps so that the datasets are fine-tuned to increase compatibility with the 
models we are intending to train. Articles over 6,000 characters were eliminated. Due to token 
constraints, the model wouldn’t be able to complete the text and might produce inaccurate 
outputs while attempting a summary[14].  

Validation procedure and knowledge of annotators. In order to render the sampling-
based validation reproducible, we had sampled [N] independent annotators who speak Urdu 
and have [degrees/roles-e.g., NLP researchers/linguists/graduate researchers] experience in 
reading and editing Urdu text news. Written guidelines and a brief calibration round on [K] 
pilot article-summary pairs were given to the annotators to bring them to the same 
understanding of the rubric. Each of the sampled items (article + reference summary) was 
rated on its own, according to the following criteria: (1) linguistic quality/clarity of the article, 
(2) adequacy of the summary of the article (captures the main points), (3) logical flow, 
coherence, (4) factual consistency with the original article, and (5) language correctness 
(grammar/fluency). All the criteria were to be rated on a [1-5] scale (1 = poor, 5 = excellent). 
A product was considered to be accepted in case the total mean score was 1 threshold, and 
the factual consistency criterion was 1.3 threshold. Controversies were solved through the use 
of discussion and adjudication by a third reviewer or majority vote. We present the inter-
annotator agreement, Cohen's k (acceptable/unacceptable), and Krippendorff's alpha ordinal, 
rubric ratings, calculated on the subset of annotations annotated twice [16][17]. 

This filtering eliminated 3,000 articles, approximately 4.5% of the original dataset, 
resulting in a final size of 64,000 usable articles and summaries. No additional cleaning was 
performed, as the summaries had already undergone validation by both the dataset creator and 
our team. However, since our primary dataset could not be completely validated, we created 
an additional dataset, which we validated every single entry and ensured that even better 
summaries would be used for the fine-tuning process. For this purpose, we sourced 1,000 
English news articles with summaries from Kaggle [8]. These articles were translated into Urdu 
using the Google Translate API. Poorly translated articles were identified and discarded, 
reducing the dataset to 875 usable entries (12.5% discarded). GPT-4 was employed to generate 
summaries for the translated articles[12]. Articles and their summaries were verified to ensure 
every detail was correct and consistent. This stringent manual verification was the reason for 
producing a “golden dataset.” While the Hugging Face dataset is vast, our secondary dataset 
is a validated, smaller dataset, and it augments the primary dataset. This secondary dataset is 
therefore a validated dataset that is no more than a handful of records and corresponds 
perfectly to an absolute level of reliability for fine-tuning and testing, defending confidence 
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for our goals in abstractive summarization. Table 2 shows the overview of the dataset, as well 
as its main statistical features. 
Justification For Dataset Selection: 

The Hugging Face datasets offer reliable summaries and unparalleled coverage and 
diversity. Large-scale Urdu summarization datasets were previously unavailable, and this 
dataset fills that gap. The secondary dataset from Kaggle has also undergone thorough 
validation, allowing us to fully trust the quality of that dataset as well[19]. Using the two 
datasets together allows performing extensive training and fine-tuning, achieving a balance 
between efficiency and accuracy. For initial training, we leveraged the broader Hugging Face 
dataset, while the fully validated Kaggle dataset was utilized for fine-tuning. This ensured the 
model was assessed and trained on trusted datasets of varying quality. 
In order to perform the task of abstractive text summarization for Urdu, we needed encoder-
decoder models, particularly ones dedicated to abstractive summarization [20]. The 
groundwork of our engineering was to evaluate models in this regard, and these were mBART, 
mT5, Pegasus, Llama, IndicBART, BERT, and RoBERTa. Almost all of these models were 
ultimately found to be unsuitable for our task for the following reasons: 

Llama, BERT, and RoBERTa: These models are encoder-only and thus are 
incompatible for tasks of abstractive summarization, which require a decoder[21]. 

The models that were considered in the model selection phase were Pegasus and 
IndicBART, but as it is noted in the existing literature, Pegasus works best when pre-trained 
or fine-tuned on language-specific summarization corpora, which are currently scarce in the 
case of Urdu. In the same way, IndicBART, though in support of several Indic languages, 
recent findings indicate that its performance is different among languages with less transfer 
effectiveness in Urdu because of relatively less exposure to pre-training[22]. Initial preliminary 
experiments further suggested a bias towards extractive or unstable outputs, so we focused on 
mBART and mT5, which have been shown to have stronger multilingual transfer performance 
in low-resource conditions. 

mBART and mT5: These models stood out as mBART and mT5 are designed for 
abstractive summarization and have pre-training on Urdu datasets, making them ideal for the 
task. 

We initially looked at Llama and IndicBART, and their results showed that they're not 
a good fit: Llama developed more extractive summaries rather than abstractive, which, again, 
was not what we were looking for. On the other hand, IndicBART was about coherently 
summarizing Hindi summaries, and that wasn't the case due to the model not being expertly 
trained on Urdu. So we concentrated on mBART and mT5 since they are more appropriate 
for abstractive summarization in Urdu. Table 3 shows available abstractive summarization 
models. 
Training Parameters and Setup: 

Both models were fine-tuned on 64,000 high-quality Urdu news articles and their 
respective summaries. For the dataset to fit the model, we had to calibrate the dataset size due 
to tokenization constraints per model: 
mBART: Can handle from 0-1024, which means it can afford to equal the whole dataset. 
mT5: Can handle up to 512 tokens, which means it will need more sampling. To reduce 
hallucination and for the model to achieve its performance goal correctly, we decided to work 
with a training dataset of 50,000 units. 
Concerning training, the following hyperparameter in Table 4 settings were applied: 

 
Table 4. Model Parameters 

Hyper parameters mBART mT5 

Epochs 3 2 
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Batch Size 4 4 

Learning Rate 5e-5 3e-5 

Gradient Accumulation Steps 4 4 

Weight Decay 0.01 0.01 

Mixed Precision fp16 bf16 

Evaluation Strategy Epoch Epoch 

Tokenization, Decoding, and Random Seeds: 
We used the Hugging Face tokenizer that was associated with each model checkpoint 

(mBART: [MODEL-CHECKPOINT-NAME], mT5: [MODEL-CHECKPOINT-NAME]). 
The inputs were tokenized with truncation on and maximum source length to the model limit 
(mBART: 1024 tokens, mT5: 512 tokens) according to the limit mentioned above[19][20][21]. 
The tokenization of target summaries was done with [MAXTARGETLEN], and the padding 
of sequences was done with [padding strategy: e.g., "longest" / "max_length"]. 

Configuration of decoding (generation). In the absence of any statement to the 
contrary, summaries were produced with beam search with the following parameters: 
numbeams = [X], maxlength = [Y], minlength = [Z], lengthpenalty = [A], norepeatngramsize 
= [B], earlystopping = [True/False], and [optional: repetitionpenalty = ... / topp = ... / 
temperature =... used]. These parameters are related to the decoding adjustments presented in 
Results (beam search and repetition control) [21]. Specifically, in the case of mT5 we set min 
length =30 to prevent excessively short summaries. 

Random seed and determinism. To be reproducible, we set the random seed to 
[SEED-VALUE] in Python, NumPy, and PyTorch and applied deterministic settings where 
feasible (e.g., turning off non-deterministic CuDNN behavior where available)[19]. The same 
seed and configuration were used in each experiment unless stated otherwise. 

We trained the models on NVIDIA A100 GPUs, where each epoch took around 2 
hours for mBART and 1 hour and 48 mins for mT5. These were the settings that we thought 
would give us a good trade-off in terms of compute time and the model being able to learn 
effectively. 
Evaluation Criteria: 

The summary's quality was evaluated using BERTScore. Although ROUGE measures 
are generally applied in earlier Urdu summarization research, they mostly reflect a lexical 
overlap and prefer extractive summaries. In the given work, BERTScore is used to improve 
semantic similarity and abstractive quality; nevertheless, the given selection restricts the 
possibility of direct comparison with the results of ROUGE-based measures reported in 
previous research. ROUGE is a popular lexical-overlap measure and is a convenient reference 
point when comparing summarization systems, especially when results are being reported 
together with other previous systems. Nevertheless, in the case of abstractive summarization, 
ROUGE may fail to recognize quality because valid paraphrases, synonym replacement, or 
word rephrasings may decrease n-gram overlap and yet maintain the meaning[18]. This is why 
we use BERTScore with greater importance to ensure a more accurate semantic similarity 
between generated and reference summaries. We consider ROUGE (when reported) as 
complementary baseline evidence as opposed to an independent measure of summary quality. 
We also complement automatic measures with qualitative evaluation in order to test 
coherence, relevance, and possible sources of factual inconsistency. Table 5 shows 
BERTScores of mBART and mT5. 

 
 

Table 5. BERTScores of mBART and mT5 

 Best Worst Average 

mBart 0.622 0.399 0.497 
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mt5 0.471 0.272 0.355 

Interpretation: Seeing these scores, it is clear that more work needs to be done. 
However, regardless of the scores, both models produced genuine, meaningful summaries, a 
quality that unevenly more extractive summaries. That is, mBART was more than mT5, staying 
on point more and providing overall more fluent summaries. 

Comparison with Prior Work: Previous work predominantly relied on ROUGE. 
However, like other studies, summaries were more extractive, so the improvement we 
presented is quite significant. 
Validation and Manual Review: 

In the interest of confirming the accuracy of the summaries and the credibility of the 
findings, the following actions were taken: 

Validation by Experts. To ensure and verify the summaries' accuracy and structure 
were randomly selected and reviewed by their peers and specialists in the field who are also 
proficient in the Urdu language. 

Qualitative Assessment: Selected summaries were analyzed to show that the 
summaries produced are indeed conceptual and contain the primary points of the target text 
while modifying the language. 
Results and Discussions: 

After completing the aforementioned experiments and the associated fine-tuning, we 
were encouraged to discover that there had been considerable positive enhancements in the 
performance of the mBART and the mT5 models in the particular area of Urdu abstractive 
summarization. In the preliminary experiments that we conducted with the mBART, we 
identified a problematic area. It became evident that the summaries attempted by the models 
were repetitive, with many iterations focusing on the reproduction of one particular sentence. 
The mBART was initially trained on 3,000 articles, as shown in Figure 1. 

 
Figure 1. mBart was initially trained on 3000 articles 

Such recursiveness is an indication that the models are ineffective in summarizing 
valuable information, and this prompted us to adjust the following parameters to the models: 
Number of beams (num_beams): In the beam search, the number of beams determines 
how many distinct sequences the model assesses and reviews during the decoding stage. The 
summaries that are produced will likely be more varied and generate more fluent summaries. 
N-gram size: The n-gram size can be modified to suppress the model from entirely using the 
same n-grams, thereby paring down the repetitions of the summaries. 
Batch size: To ensure that memory limits are avoided and more stable and effective training 
can be conducted, the batch size was truncated from 16 to 4. 
Length penalty: A length penalty was used to dissuade very short or very long outputs by 
incentivizing the model to generate a summary of optimal length. 

We subsequently retrained the mBART model on the entirety of the 64k Urdu news 
dataset and the golden dataset, and, after further tweaking of these parameters, the resulting 
summaries demonstrated substantial improvements with regard to coherence, fluency, and 
context relevance. The results of the final, tuned mBART model are illustrated in Figure 2.  

In contrast, our collaborations with mT5 saw some initial technical difficulties. The 
model malfunctioned with fp16 precision, which is usually used for faster training but can lead 
to numerical stability problems with some models. The training issue was resolved, as training 
was able to run seamlessly with BF16 precision, which is a method that employs a coarser 
precision but a wider floating-point range. This change gave us the opportunity to continue 
fine-tuning the mT5 model without issues[20]. 
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Figure 2. Final-Tuned mBart Result 

Moreover, we faced another problem with mT5, which was that the initial summaries 
were too short. The model was not generating sufficiently detailed summaries, which we 
resolved by adding a min_length parameter of 30. This was paired with a learning rate of 3e-5 
to improve training. Since training loss and validation loss were notably low, we decided to set 
the model training for 2 epochs to prevent the model from overfitting, from which we could 
gauge that the training had achieved efficient convergence. However, despite all these tweaks, 
the outputs that the model generated were still somewhat unreliable. On the one hand, some 
summaries were reasonably coherent and well-organized. On the other hand, some summaries 
conspicuously exhibited a loss of fluency and were severely lacking in attention to clarity in 
their sentences. 

We evaluated the summaries produced from each model after training. Out of the 
summaries, the mT5 summaries were less fluent and coherent compared to the mBART 
summaries, although some of the mT5 summaries were of reasonable quality, demonstrating 
the potential to perform better; the performance gap was evident. Figure 3 shows early-stage 
mT5 training outcomes.  

 
Figure 3. mT5 initially training Result 

We used BERTScore to measure the quality of the automated summaries, considering 
the generated summaries and the reference summaries [25]. The BERTScore results indicated 
that mBART produced better quality summaries, as shown by the score of 0.497, compared 
to 0.355 from mT5. While these results were better for mBART, these results need to be 
supplemented by additional information, as the BERTScore value is limited in detailed 
measurement of the quality of the output summaries. The quality of any summaries produced 
is subjective, and in the case of an abstractive summary, there are additional factors, such as 
fluency, coherence, and relevance to the context, that also influence the quality of the summary 
produced. To strengthen the automated metrics, a qualitative evaluation of the outputs 
produced was also undertaken [17]. The review of the output summaries demonstrated that 
the summary reports from both models were semantically accurate, and the results were 
satisfactory, although there was a greater degree of fluency and coherence in the outputs of 
mBART.  

Our results using mBART have improved upon previous research on Urdu abstractive 
summarization, which relied on either extractive summarization or smaller multilingual 
models. The mBART has not been widely researched or systematically tested in previous 
published literature, especially in large-scale studies involving semantic evaluation to 
abstractively summarize Urdu. This study is a valuable contribution in this regard. The distance 
we have gone in generating quality summaries is a testament to mBART's capability to 
summarize even in low-resourced languages like Urdu. 
Future Work and Recommendations: 

To enhance model performance, the focus in this case is on expanding the training 
dataset. In dealing with low-resourced languages like Urdu, the quantity and diversity of high-
quality datasets need to be improved. The insufficient availability of large, diverse, high-quality 
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datasets that pertain to the Urdu language is a significant limitation in the field and often 
requires a great deal of manual effort and curation to overcome. However, the effort of a more 
diverse dataset is worth incorporating, as it will improve multi-domain model handling and 
overall model robustness. 

Hyperparameter optimization will be a secondary area of focus, in addition to data 
augmentation and expanding the dataset. If the model is to generate accurate summaries, it is 
important to balance learning rate and batch size. Because of the amount of power that is 
required to train the models, more high-performing GPUs will need to be purchased. The 
more powerful GPUs will allow for faster elaborations and the more efficient fine-tuning of 
the models, especially for larger data sets. The power of the more expensive and higher-quality 
GPUs will make a difference in both the level of the experiments and the model's 
performance. High demand and more powerful GPUs will improve the development of Urdu 
abstractive summarization models. 
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