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Football has always been dependent on the subjective evaluation of scouts and coaches

NOISIAI

to find and hire players. Although these methods work to some extent, they usually

have restrictions due to human biases, irregularity, and the huge volume of football
data. As more data on player performance is made available, data analytics and machine
learning represent a chance to introduce objectivity, consistency, and scalability in the
recruitment process. This research study suggests a machine learning-based classification
model along with a clustering model to classify football players in their main positional roles
using statistical performance features. The research is based on the development of models
that would help to differentiate among defenders, midfielders, and attackers based on their
passing efficiency, contributions to defense, won duels, and attacking indicators. For data
extraction, Fbref has been used as the source of data. The player-level data of the 2023-24
season of the Top 5 European Leagues has been extracted using the Python programming
language. The data involved various statistical categories addressing all the areas of
performance. Position labels were merged with the scraped tables to ensure accurate role
mapping. This combination resulted in the creation of an entire dataset with both performance
and position features. The dataset was cleaned and prepared using data preprocessing
techniques, and selected features were then used in the training process. K-Means Clustering
was applied to the PCA-transformed data to cluster similar players based on their playing
profile. Different supervised learning algorithms have also been applied, such as Logistic
Regression, Decision Tree, K-Nearest Neighbors (KNN), Random Forest, and Voting
Classifier. The standard evaluation parameters are used to provide a detailed evaluation of the
predictive performance. It was found that ensemble algorithms, in particular Random Forest
and the Voting Classifier, performed better than single baseline models and were stronger and
more reliable in positional classification. The results suggest the potential of machine learning
models when recruiting players in football teams and to facilitate and aid expert judgment.
This research sets up a systematic, data-driven framework that helps clubs to screen the
enormous number of players effectively in a non-subjective manner.
Keywords: Machine Learning; Player Recruitment Analytics; Football Position Prediction
Model; Similarity- Based Player Search; Football Talent Discovery.
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Introduction:

Data analytics have become a vital part of every field, including sports, and their
integration has thus transformed the traditional mechanisms of player evaluation and
recruitment. This transition gained extreme global attention because of the popular
“Moneyball” approach in Major League Baseball, which showcased the capabilities of
statistical models in identifying and uncovering undervalued talent, providing sports teams
with a strong competitive advantage [1]. This inspired the adoption of similar frameworks in
football, also known as soccer in some regions. A sport that is historically dominated by
traditional scouting and subjective judgments. In recent years, the increase in availability of
performance statistics has accelerated this shift. Websites like FBref [2] contain
comprehensive event-based data, which includes metrics for passing accuracy, defensive
actions, goal contributions, and even positional tendencies. Applying machine learning (ML)
algorithms to these datasets allows analysts to gain a deeper understanding of a player's style,
strengths, and shortcomings, which is hardly possible with the conventional "eye test. One of
the biggest and most important financial markets in international sports is the football transfer
market. The uncertainty surrounding player adaptability, potential, and fit within a team's
tactical system makes recruitment decisions extremely risky, even though European clubs
collectively spend billions of euros annually in an attempt to gain a competitive advantage [1].
As a result, the application of Artificial Intelligence (AI) and machine learning (ML) in
recruitment has become an area of growing research and practical interest. Recent studies have
applied clustering methods to group players with similar characteristics. Some other studies
have incorporated classification algorithms to predict suitable positions or roles [2],
demonstrating that such tools can support scouts and managers in making more informed
decisions. Many recruitment methods are still dependent on subjective assessment and on
using a few performance metrics. This way, emerging talent is usually missed by these
traditional methods, and it affects their decision-making. To tackle these challenges, there is a
need for a scalable and objective framework to identify players’ positions and similarities by
embedding machine learning models into its publicly available data. This strategy lowers the
risks connected with expensive transfers while improving talent discovery [3]. By using
clustering and classification techniques to examine player performance metrics, this study
expands on the principles of data-driven football analysis. This framework will identify similar
patterns for players and predict positions according to their profile and style. It will contribute
to the growing need for applying modern scouting techniques over traditional methods, while
building the foundation of data-driven football analysis.

Objective of The Study:

The major objectives of this work are given below:

To gather player performance data from multiple open-source online football databases
through web scraping and combine them to form a dataset.

To preprocess the data and perform feature engineering to capture appropriate features that
represent significant player behaviors.

To apply clustering techniques for the identification of player groups with similar
characteristics.

To implement and train various models on the compiled dataset for position prediction.

To evaluate and compare the results using state-of-the-art metrics.

The rest of the paper is organized as follows:

In Section 2, we carry out an in-depth analysis of available literature, where we study
the related work done in the field of football analytics with the blend of Al and machine
learning in sports. The limitations and the research gap identified from the survey of existing
studies and the problem addressed by this research work are discussed in Section 3. In Section
4, we highlight the scope of the current work, clearly stating the parameters that will be
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considered. We present the research methodology and discuss the phases adopted in the
research framework in Section 5. In Section 6, we elaborate on the research results in detail
using state-of-the-art metrics. It shows experimental results, such as classification results and
confusion matrices, to demonstrate the performance of the implemented models. And finally,
in Section 7, we conclude the findings of this study, showing the shortcomings of the present
work, and suggesting improvements for future work.

Literature Review:

Sports analytics is the investigation and modeling of sports performance data,
implementing scientific techniques. More specifically, sports analytics refers to the management
of structured historical data, the application of predictive analytics models that use this data, and
the utilization of information systems to inform decision makers and enable them to assist their
organizations in gaining a competitive advantage on the field of play [4].

The use of data analytics in sports can be traced back to the revolutionary concept of
Moneyball, which demonstrated how statistical insights could outperform traditional scouting
and subjective assessments [5]. While initially applied in baseball, the principles of data-driven
recruitment have since been extended to football, where the complexity of performance
measurement has driven a need for objective and quantifiable approaches. Past studies have
successfully demonstrated specific roles in the field of sports. For example, Carey Analytics [6]
investigated the evolution of the modern full-back, emphasizing how player profiles can be
quantified through a combination of offensive and defensive contributions. Similarly, further
research explored European midfielders’ playing styles [7], offering a framework to distinguish
between different tactical roles using performance statistics. These studies highlight the
potential of statistical profiling in understanding positional dynamics. The authors in [1]
demonstrated a deep evaluation of data collection, modeling, and position analysis, which
helped them evaluate how better data analytics facilitates both tactical evaluations and long-
term recruitment strategies. FBref [8] has become one of the most comprehensive and
accessible sources, providing player-level statistics across Europe’s “Big 57 leagues. The
accessibility of these datasets ensures that analytical approaches are not confined to proprietary
data providers, thereby democratizing football analytics. In this context, different researchers
have put their efforts into analyzing data and deducing useful information that can be applied
practically.

Work contributed by authors in [9] introduces a working pipeline to predict the playing
positions on the basis of the statistics of match events. They carry out a feature selection
(ANOVA) to discover a small number of discriminative measures (e.g., passing accuracy, duel
success rates) and a back propagation neural network (a BP multi-layer perceptron). Their
findings indicate that the competitive position classification accuracy can be achieved by
features of the event, if carefully chosen, and they explain the trade-offs between the
dimensionality of features and the complexity of the model. The paper highlights
preprocessing and feature selection as two important processes to achieve stable predictions
with match data. Research carried out in [10] introduced a supervised learning strategy
designed to be used in in-game position recognition, which is a combination of spatial (field
zones/heatmap aggregates) and classic event (traditional) metrics. They test tree-based models
and ensemble learners, stating that the integration of the spatial features with the statistics of
events consequently helps to make the classification more robust, particularly in cases of
players of hybrid roles. Research conducted in [11] provides a comprehensive approach to
data collection, data cleanup, data analysis, feature engineering, various classifiers, and a
performance evaluation framework. It makes a comparison of classical learners (logistic
regression, decision trees, KNN) and documents lessons on feature correlation, class
imbalance, and model interpretability. Experimental appendices (code, parameter grids) and
suggestions on applied deployment are included as well in this work for reproducibility.
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The review paper in [1] is a survey of positional data sources, data collection techniques
(tracking systems), and modeling techniques in football analytics. It also combines the use of
positional (tracking) data and event data and describes their uses in tactical analysis for player
evaluation. The authors highlight methodological issues (data standardization, privacy, and
reproducibility) and indicate that improved combinations of positional and event data are
required to show the role of players dynamically. In one of the recent works in [12], the authors
discuss the use of ML in professional football, including classification, regression
(value/performance), and time-series prediction. They compare the typical modeling options
(ensemble methods, gradient boosting, neural nets) and provide recommendations on feature
engineering and evaluation protocols. The review also includes examples of successful
deployments and provides recommendations on best practices to apply to robust model
validation and explain ability. A study performed by the author in [3] discusses similarity search
through clustering and SVM, along with a few other methods, is used to predict roles. It
describes an applied recruitment workflow that uses aggregated statistics to match players by
style and predict roles based on their style. The work demonstrates how unsupervised
grouping is effective in identifying replacement candidates and shows the superiority of SVM
against simple baselines. The author also addresses the practical limitations in combining
models with scouting processes. The research study in [13] analyzes zone-based and spatial
classification techniques, which combine aggregated heatmap traits with the number of events.
It evaluates several classifiers on an open dataset. It finds that adding spatial encodings (which
zone a player spends the most time in) makes position prediction on wide and wing positions
more accurate. In [14], the authors proposed a new method for assessing a football player’s
value, utilizing machine learning models to evaluate the relationship between their salaries and
specific features.

Using different football websites, data for football players were gathered to perform
this research. The research proposed in [15] used a quantitative method to evaluate the football
player’s market value. This method applied machine learning algorithms to the performance
data of football players. The data used by the authors in the experimentation is FIFA 20 video
game data. The work estimates players’ market values using four regression models that were
tested on the full set of features, including linear regression, multiple linear regression, decision
trees, and random forests. A research study in [15] suggested a machine learning architecture
to forecast the performance of football players based on the match statistics (passes, tackles,
and shots). It considers the skill set values of the football player and predicts the performance
value. The system proposed by the authors is based on a data-driven approach, and they
trained models to generate an appropriate holistic relationship between the players' attribute
values, market value, and performance value to be predicted. These values are dependent on
the position that the football player plays in and the skills they possess. This study in [10]
proposed a machine learning-based classification approach to group soccer players according
to their in-game running performance rather than predefined playing positions. Using GPS-
derived match data, the authors identified performance clusters that better reflected actual
player roles and workloads. The research demonstrated that traditional position labels often
fail to capture performance diversity and that data-driven categorization offers deeper tactical
insights for coaches and analysts. Work contributed by the authors in [17] aimed to
characterize the playing styles of each playing position in the Chinese Football Super League
(CSL) matches, integrating a recently adopted Player Vectors framework. The work suggests
a multi-dimensional playing style representation expressed as a player (player vectors) based
on a vector-based representation of players. Clustering and similarity measures are adopted to
discover archetype styles in positions and to confirm the method on CSL data. Their approach
emphasizes the usefulness of learned embeddings/vectors to generalize the player behavior
beyond individual measurements.
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Summarizing the systematic review, it can be concluded that the existing body of
research has contributed to using machine learning in football analytics, player valuation,
positional analysis, and predicting player performance. Most works focus on classification
based on structured sets of players. Some studies are also concerned with regression or
descriptive analytics. Nevertheless, existing work is limited, and not many studies employed a
combination of various algorithms, including Logistic Regression, Decision Tree, KNN,
Random Forest, XGBoost, and Voting Classifier to predict positions, along with using the full
set of player performance features and clustering methods. Additionally, the second
shortcoming that has been noted in previous research is that it is hard to separate the overlap
of roles, especially in midfielders and hybrid attackers, since they have similar statistical
profiles.

Research Gap and Problem Statement:

Football scouting often relies on subjective judgments, which can lead to inconsistent
and biased decisions. Traditional methods fail to fully capture the complexity of player
performance and do not provide a standardized way to compare players across leagues or
positions. This creates a gap between available data and its effective use in recruitment.

As discussed earlier, despite the abundance of existing research studies and the
development of football analytics systems, several limitations are still not addressed. Most
current studies in the literature are based on a minimal number of performance characteristics
or a particular league, and their models cannot be generalized. Although previous studies such
as [17][12], and [18] have shown that machine learning can be used to classify or cluster players
according to their similar playing styles, few studies have been conducted at the point of
complete supervision, positional prediction with publicly available datasets such as Fbref. The
next shortcoming that has been noted in previous research is that it is hard to separate the
overlap of roles, especially in midfielders and hybrid attackers, since they have similar statistical
profiles [15]. Models are not always able to provide the same level of accuracy in all positional
groups, and midfield roles have historically lower levels of accuracy and recall. There is a dire
need for a more reliable system that accurately predicts football player positions using
performance statistics, while addressing class imbalance, feature variability, and role ovetlap.
Research Scope:

In this research work, the main positional types of footballers, i.e., Defender,
Midfielder, and Attacker, are considered only in terms of the statistical performance data
obtained in the largest European leagues. The current scope is limited to the use of publicly
available datasets (FBref) [8]. Also, the analysis is limited to performance-based numerical
attributes. We have implemented supervised machine learning classifiers trained on historical
season data and employed clustering methods. Currently, sub-positions (e.g., right-back vs.
left-back) or tactical positions (e.g., deep-lying playmaker) are outside the scope of this work,
although the proposed methodology can be expanded upon in future extensions.

Research Methodology:

The major objective of this research study is to develop and evaluate machine learning
models capable of accurately clustering and classifying football players into positional roles,
i.e., defenders, midfielders, and attackers, based on performance attributes. To achieve this, a
systematic methodology was followed. The methodological framework includes data
acquisition, data preprocessing, feature engineering, exploratory data analysis, model training,
and evaluation. All the steps were carried out rigorously so that the final model would be
accurate, generalizable, and interpretable. Figure 1 illustrates the general workflow of the
research and presents the main stages and relationships between them, beginning with the raw
data acquisition phase and ending with the system output and model evaluation.
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Data Acquisition: Preprocessing: Exploratory Data Analysis: Feature Engineering:
Collected raw player data Cleaned the dataset by handling Uncovered patterns and Selected and transformed key
from open-source football missing values, formatting, and insights using visualizations and player attributes to improve N

statistics websites. removing duplicates. descriptive statistics. model performance.

J
Model Selection & Training: Evaluation:
Applied different machine Measured the effectiveness of
learning algorithms to train models using accuracy and
predictive models. confusion matrix.

Figure 1. Research Methodology Framework
Data Acquisition:
Source Data Description:

This research paper used the FBref [8] as the source of its data, a reliable open-source
football statistics site that gathers player-level data of the 2023-24 season of the Top 5
European Leagues (Premier League, La Liga, Bundesliga, Serie A, and Ligue 1) in detail. The
data involved various statistical categories addressing all the areas of performance, including
accuracy on passing, shots, defensive duels, and goal contributions. To evaluate and train
machine learning models to classify positions, these measures were utilized. The data
acquisition process is demonstrated in Figure 2.

shooting_dat:
passing_data
passing_type
goal_and_shot_data=
defending_da
possession_data

urls=[shooting_data,passing_data,passing_types,goal and_shot_data,defending_data,possession_data]

responsel=requ et(urls[@])
print(responsel)

<Response [268]>

Figure 2. Data Acquisition Process

Data was collected programmatically using Python language and several core libraries,
including requests to access HTML contents of web pages, BeautifulSoup to extract and break
down data within the tables of the HTML, Pandas to clean, combine, and store data in tabular
form, and Ixml to increase the speed of parsing and work with complicated elements of
HTML. Tables were scraped from multiple FBref statistical categories, including Standard
Player Stats (goals, assists, appearances), Shooting Stats (shots, shots on target, expected goals
(xG5)), Passing Stats (key passes, accuracy, expected assists (xA)), Defensive Stats (tackles,
interceptions, and clearances) and Possession and Progression (carries, dribbles, and
progressive passes). A secondary dataset, which contained player position labels, was also
extracted so that it could be merged with the scraped tables to make sure role mapping was
accurate. This combination resulted in the creation of an entire dataset with both performance
and position features (Defender, Midfielder, Attacker). The screenshot of the raw dataset is
shown in Figure 3. Even though the collected data set represented the Top European leagues
along with the significant features and players’ information, it was currently limited to one
season, i.e., 2023-24.
Data Preprocessing:
Data Integration Process:

After web scraping, the fetched tables were amalgamated together using unique player
identifiers, and as a result, a single, comprehensive table of player performance was formed,
as shown in Figure 4.
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0 Max Aarons

A B
Player __|Nation
Aaron Cresieng ENG
Aaron Hickesct SCO
Aaron Male fr FRA
Aaron Ram:eng ENG
Aaren Ram eng ENG
Aaron Seyd de GER
Aaron Wan eng ENG
Rarén Escaies ESP
Aaron Martes ESP
Abakar Syllici CIV
Abde Ezzal:ma MAR
Abde Ezzal: ma MAR
Abdel Abqama MAR
Abdellah B: ma MAR
Abdellah R: ma MAR
Abderrahmdz ALG
Abdou Hartnl NED
Abdoul Kad fr FRA
Abdoul Kon fr FRA
Abdoulaye ml ML
Abdoulaye gn GUI
Abdukodir |uz UZB
Abdul Murr gh GHA
Abdén Prat es ESP

K e

Abdallah

Yunis

delhamid

Laurent
Abergel

Pos
DF,FW
DF

W

GK
MFFW

DF

GK

DF

DF

W
FW,MF
OF

MF

W
FW,MF
MFFW
FW,MF
DF
FW,MF
MF

DF

DF
FW,MF

1998.0

1994.0

Figure 5. Preprocessed Dataset (After Adding Position Labels)

Exploratory Data Analysis (EDA):

For better data visualization and understanding, we performed an exploratory data
analysis. The EDA process was carried out to capture and analyze the data patterns and
determine trends related to leagues and playing positions of players.

90s

Nation

DF

MF,FW

MF

W

DF

MF

DF

MF

Squad  Comp
West Ham eng Premie
Brentford eng Premie
Lille fr Ligue 1
Arsenal  eng Premie
Burnley  eng Premie
Darmstadt 'de Bundesli
Manchesteieng Premie
Las Palmas es La Liga
Genoa it Serie A
Strasbourg fr Ligue 1
Betis es La Liga
Barcelona es La Liga
Alavés  eslaliga
Clermont Fufr Ligue 1
Atlético Ma es La Liga
Alavés es La Liga
Frosinone it Serie A
Nantes  frligue 1
Reims fr Ligue 1
Everton  eng Premie
LeHavre frligue 1
Lens fr Ligue 1
Rayo Vallec es La Liga
Mallorca s La Liga

Squad

Bournemouth

Union Berlin

Eint Frankfurt

Marseille

Lens

Getafe

Lorient

33
21
17
25
20
27
25
27
26
20
21
21
24
18
19
24
25
29
18
30
29
19
25
30

1989
2002
2005
1998
2003
1996
1997
1995
1997
2002
2001
2001
1999
2004
2004
1998
1998
1994
2005
1993
1994
2004
1998
1992

Comp

eng
Premier
League

fr Ligue 1

es La Liga

fr Ligue 1

29.2
25.4

9
188
14.1

Ernmolonlbcowurauooranooro

O HEONYNONWROOODRNOGCORDOGS OO

Figure 3. Screenshot of Raw Dataset

14.3

333
429
333

455
24.2
25
30

235
34.4
5.7

44.7
25.8

40
16.7
42.4

Dist

0
0.88
]
0
1.02
2.04
0.15

0.33
0.55
3.43
5.29
0.39

o

0
212
2.83
2.06

0
1.61
122
0.56
0.32
2.34

Figure 4. Screenshot of Merged Dataset

Adding Position Labels:
In this step, the secondary dataset was used to map each player’s name and unique
identifier with a position label. The following tasks were performed on the data to achieve

Gls Sh_dfg

0.0

PrgDist_dfé

1179.0

PrgC

41.0

PrgR

130

SaT/90

0
0.13
0
)
0.34
0.87
0.05

0.25
0.83
1.32
0.12

0.5
0.97
0.74

0.72
0.32
0.22
0.05
0.99

position

Defender

MIGHE

Attack

Defender

Defender

Midfield

Aftack

FK PK PKatt

0.14

0.15
0

0.17
018

017

0.4
0.13

0.25
0.18
0.4

033
0

0.43

sub_position

Left-Back

1]

re-Back

Centre-Back

Central

Right Winger
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16.5
16.8
202

248
146
178
19.1
121

19.4
211
16.1

12.2
27.4
18.8
159
148

Original FBref positions (e.g., “DEF”, “MF”, “FW”) were mapped to generalized classes.
Role names were standardized across all tables.

Ambiguous cases were resolved, such as players with multiple secondary positions.
Duplicate data was eliminated.
This process helped establish the final target variable, which was subsequently used in
supervised model training.
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League Distribution Analysis:

Figure 6 helps assess the player’s balance and depicts the player’s distribution across
the top five leagues. The representation helps identify which leagues are most represented in
the dataset. It gives a visual insight into the dataset’s breadth and focus across global

competitions.
Players Across Top Football Leagues

334
315
278
253
I '
o

2
M

Number of Players
§ & 8 % &8

g

0

si"“e' } que ot aet nﬂ‘ﬁ\'\ga

Figure 6. League Distribution Analysis for Players
Match Minutes and Age Distribution:

Secondly, to determine the levels of experience of players, we analyzed the data for the
matches played by them. The histogram in Figure 7 represents the number of full match
equivalents (90s) played by each player. Most players have played between 10 and 25 full
matches, suggesting consistent participation across the dataset, with fewer players at the

extremes.
Distribution of Player Minutes (90s Played)
80 —

&
]
I

L=

5
N
1
|
]
Y/

Number of Players
8

3

3

10 5 20 25 30 35
90s Played (Number of full 90-minute matches)

Figure 7. Player Distribution Data
Age Distribution Across Leagues:
The diagram in Figure 8 displays a box plot of player age ranges across different
leagues. This was an analysis of the average range of the ages of the players in various leagues.
The purpose was twofold, i.e., to identify whether younger or senior players dominate certain

leagues and to examine role-specific age trends, such as Itpeak ages for midfielders or attackers.
ge Distribution Across Top Football Leagues

English Premiar League ’—'—‘—‘—f-—;—'—H—'—v—{ o ¢

s A L4 ]

o @ b

La-Liga

]
T L L e

k. % u

L] 5

Football Leagues

] £
Player Age

Figure 8. Age Distribution Across Leagues
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Average Playing Time by League:

The bar chart in Figure 9 estimates the mean minutes of matches per league. It helped
identify the leagues that had higher rotation (decreased average playing time), competitions
that the players from the two teams play full games, and whether playing time affects
performance measures.

Average Playing Time (90s) Across Leagues

166 I
0o I I I I

eﬁgue M 635\)9 P

Average 90s Played
o ~ 3 N o ]
o o <] 3] o 3.}

N
o

Leagues
Figure 9. Average Playing Time Plot Across Top Leagues
Player Position Count:
Next, a distribution plot was generated (as shown in Figure 10) representing the count
of defenders, midfielders, and attackers. This chart categorizes players by their primary

positions on the field. It helps analyze team structure and positional trends in the data.
Players Positions

539

522

500

»

=

o
L

300 +

200 1

Count Of Players

100 +

ol
Defender Midfield Attack
Positons

Figure 10. Player Position Count Diagram
Player’s Sub-Position Distribution:
Sub-position categories (e.g., CB, RB, CAM, LW, etc.) were studied and plotted (as
represented in Figure 11) in the process of exploratory data analysis in order to enrich the
knowledge further. This clarified the tactical diversity within each main position and potential

overlaps that could challenge model predictions.
Players Sub-Positions

Count Of Players

UftBack  Cental Wil Cemieforsard  CenreSack  BgiWeger  RgiBak  Atachioq Waliekd (et Wieger Delensive Midfeld Secoed Sirker  Right Mifickd  Left Milfield

Sub-Positans

Figure 11. Sub-Position Categories of Players
Feature Engineering:
Numerical Feature Selection:
Non-numeric data (e.g., player names, clubs) were excluded. Numerical measures like
passes, tackles, interceptions, and progressive carries were the only measures that were retained
with a custom function select_numerical_columns ().
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Standardization:

StandardScaler from sklearn in Python was used to standardize all the features (mean
= 0, standard deviation = 1). Scaler object was stored as scaler.pkl to make it reproducible.
Clustering-Based Feature Understanding:

The optimum number of clusters (the value of k) was calculated by means of the
Within-Cluster-Sum-of-Squares (WCSS) and the Elbow Method. The Principal Component
Analysis (PCA) helped to bring down the data from high-dimensions into fewer components
so that around 95 percent of the total variance is maintained. The plot is represented in Figure
12. The diagram highlights an increase in variance for initial components, whereas the curve
gets flattened after 37 components, indicating that most of the variation in the data is captured
before this point. The optimal components are also highlighted in the graph.

Cumulative Explained Variance by PCA Components

100%

Cumulative Explained Variance
a
g
2

—s— Cumulative Variance
— =+ 95% Variance Threshold
Optimum = 37

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 20 95 100 105 110
Number of Components

Figure 12. Elbow Curve & PCA Explained Variance Plot
PCA Transformation and K-Means Clustering:

K-Means Clustering was applied to PCA-transformed data to cluster the similar players
based on their playing profiles. The scatter plot of player clusters using the K-Means algorithm
is shown in Figure 13. The findings confirmed that clusters were similar to the real-life football
positions.

K-Means Clustering of Players (PCA Projection)

Position
@ Defender
@ Midfield
@ Attack

Principal Component 2

-5

Principal Component 1

Figure 13. Scatter Plot of Player Clusters
Model Development and Configurations:

For model development and configuration, the Python programming language was
used because it has a vast array of data analysis and machine learning packages. Jupyter
Notebook was used as the primary development environment to execute, test, and
interactively visualize the code. Six supervised learning algorithms, including machine learning
and ensembles, were implemented for comparative analysis, i.e.
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Logistic Regression: A linear baseline classifier.

Decision Tree: A non-linear classifier with recursive partitioning.

K-Nearest Neighbors (KINN): A distance-based classifier relying on neighborhood voting.
Random Forest: An ensemble of decision trees, reducing variance through bagging.
XGBoost: A gradient boosting algorithm optimized for speed and performance.

Voting Classifier: A hybrid ensemble combining Logistic Regression, Random Forest, and
XGBoost using majority voting.

Default hyperparameters from the scikit-learn package and XGBoost were used initially, with
light tuningapplied for ensemble models to prevent overfitting. The models were optimized using
Grid Search CV (for Logistic Regression, Decision Tree, KNN, and XGBoost) and
Randomized Search CV for Random Forest due to its larger parameter space. This tuning
enhanced classification performance and stability. Specifically, for Random Forest, we kept
n_estimators= 200’ to get a balance between computation cost and model performance. Even
though the study applied PCA for dimensionality reduction to a good extent, we used max_features=
‘sqrt’ to select the most optimal features without causing the model to overfit. For XGBoost, the
learning rate was equal to 0.01 so that the model can learn essential patterns at a feasible pace, and
n_estimators= 200’. The rest of the features were tuned lightly, using Randomized Search CV and
grid search CV as stated eatlier.

Model Evaluation:

Evaluation metrics have been utilized to evaluate and carry out a comparative analysis
of the models. In this work, we used Accuracy to estimate the overall correct predictions,
Precision to determine the number of correct positive predictions, F1 score to analyze the
proportion of actual positives correctly identified, and recall to determine the proportion of all
actual positives that were classified correctly as positives. Furthermore, for each classifier,
various confusion matrices were generated to visualize correct and incorrect classification of
player roles. The heatmaps provided a clear evaluation of each model’s performance and its
classification of player positions. These metrics were used to evaluate the model’s robustness
to make effective and fair decisions across different player categories.

Results and Discussion:

This section presents the empirical findings from the application of six supervised learning
classifiers, i.e., Logistic Regression, Decision Tree, K-Nearest Neighbors (IKNN), Random Forest,
XGBoost,and a Voting Classifier, for the task of football player role classification using the dataset
compiled for this work. As illustrated earlier, each model was evaluated using accuracy, precision,
recall, and F1-score. The results are summarized in classification reports and visualized through
confusion matrices.

Logistic Regression:

Logistic Regression provided a solid baseline performance with an overall accuracy of 0.79.
It demonstrated high precision and recall for defenders (0.79 and 0.88, respectively) and attackers
(0.79 and 0.87), but midfielders were less accurately classified (recall = 0.58). The classification
report and confusion matrix for this model are given in Figures 14 and 15, respectively. This

reflects the ovetlapping characteristics of midfielders with both defensive and attacking roles.
precision recall fl-score support

Defender 8.79 e.88 e.83 111
Midfield 0.89 9.58 e.67 103
Attacker e.79 2.87 e.83 139
accuracy 0.79 353
macro avg e.79 0.78 0.78 353
weighted avg 8.79 8.79 8.78 353

Figure 14. Classification Report for Logistic Regression

December 2025 | Vol 7 | Issue 4 Page | 3179



L‘i)‘
OPEN (4 ) ACCESS

International Journal of Innovations in Science & Technology

Decision Tree:

The Decision Tree achieved an accuracy of 0.76, with strong classification for defenders,
demonstrating a precision of 0.87, and attackers with a recall of 0.87. However, its performance
dropped for midfielders with precision at 0.67 and recall at 0.57. This inconsistency is indicative of
the overfitting tendencies common in single-tree models. Even with high performance for
defenders and attackers, this algorithm showed little generalization capabilities as compared to
ensemble approaches. The classification metrics and confusion matrix are presented in Figure 16
and Figure 17, respectively.

Confusion Matrix Of Logistic Regression Model
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Defender Midfield Attacker
Figure 15. Confusion Matrix for Logistic Regression

precision  recall fl-score support]

Defender 0.87 8.81 0.84 111
Midfield 0.67 0.57 0.62 183
Attacker 8.75 8.87 9.81 139
accuracy 0.76 353
macro avg 0.76 8.75 0.75 353
weighted avg 0.76 0.76 0.76 353

Figure 16. Classification R%port for Decision Tree

Confusion Matrix Of Decision Tree Model

Defender

Midfield

Attacker

b

Defender Midfield Attacker
Figure 17. Confusion Matrix for Decision Tree

K-Nearest Neighbors (KINN):

KNN produced a similar set of results, working exceptionally well for attackers and
defenders but considerably less for midfielders. KNN classification results and confusion matrix
are displayed in Figures 18 and 19, respectively. The confusion matrix uncovered consistent
defender classification, but major overlap between midfielders and attackers. These results
revealed KINN’s sensitivity to feature scaling and local neighborhood decisions in complex
football statistics.
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precision recall fl-score support

Defender 8.73 8.87 8.80 111
Midfield 8.74 B.51 8.61 103
Attacker 8.81 0.86 B.84 139
accuracy 0.76 353
macro avg 8.76 8.75 8.75 353
eighted avg 0.76 0.76 0.76 353

Figure 18. Classification ReEort for KNN

NN Model
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Figure 19. Confusion Matrix for KNN

Random Forest:

Random Forest proved to be one of the best among all other models, with an accuracy
of 0.82. It created a balance relation between precision and recall across all roles, with particularly
robust classification of defenders (with precision 0.82 and recall = 0.87) and attackers (with
precision= 0.82 and recall = 0.88). Random forest reduced variance for single-tree models to
make it more reliable for player classification due to its ensemble learning capability. These
results are shown in Figures 20 and 21.

precision  recall fi-score support

Defender 0.82 0.87 0.85 111
Midfield 0.82 0.68 0.74 103
Attacker 0.82 0.88 0.85 139
accuracy 0.82 353
macro avg 0.82 9.81 8.81 353
weighted avg 0.82 0.82 0.82 353

Figure 20. Classification Report for Random Forest

Confusion Matrix Of Random Forest Model
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Attacker

Defender Midfield Attacker

Figure 21. Confusion Matrix for Random Forest

XGBoost:

The XGBoost ensemble model demonstrated the highest accuracy among all
individual models, with an accuracy of 0.83. Itillustrated excellent performance for defenders
(precision= (.84, recall = 0.92) and attackers (precision=0.83, recall = 0.87), though midfielders again
exhibited comparatively lower recall (0.68). Non-linear relationships were effectively captured
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by their gradient boosting framework, leading to robust generalization. The performance
evaluation of XGBoost is shown in Figures 22 and 23.

Voting Classifier:

This method used a technique to combine Random Forest, logistic Regression, and
XGBoost together, achieving an accuracy of 0.81. While not surpassing the overall
performance results of XGBoost, this approach maintained a balanced relationship across all
roles, with defenders achieving an F1 score of 0.85, attackers achieving an F1 score of 0.84,
and midfielders achieving an F1 score of 0.72. The classification report and confusion matrix
of this classifier are shown in Figures 24 and 25, respectively. For consistent classification, the
ensemble model reduced the variance present in individual models.

precision  recall fi-score support
Defender 0.84 0,92 0.88 111
Midfield 0.81 8.68 9.74 103
Attacker 0.83 8.87 0.85 139
accuracy 0.83 353
macro avg 0.83 .82 0.82 353
weighted avg 0.83 9.83 0.83 353
Figure 22. Classification Report for XGBoost

Confusion Matrix Of

102
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Figure 23. Confusion Matrix for XGBoost
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GBoost Model

Attacker
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Midfield
Attacker

accuracy
macro avg
weighted avg

precision

0.82
0.81
0.81

0.81
0.81

recall

0.88
0.65
0.88

0.80
0.81

f1-score

0.85
0.72
0.84
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0.80
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support

111
103
139
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Figure 24. Classification Report for Voting Classifier

Confusion Matrix Of Voting Classifier Model
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Figure 25. Confusion Matrix for Voting Classifier
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The comparative analysis of all the applied models presents several key findings.

Firstly, it demonstrates that precision and recall metrics had consistently high values for
both attackers and defenders, suggesting that these two classes have more unique statistical
profiles.

Midfielders were the most challenging role to classify across all models, with lower recall
values (typically ranging from 0.51-0.68). This supports the observation that midfielders often
share hybrid attributes with both defenders and attackers.

Among single models, XGBoost achieved the best performance (accuracy=0.83),
demonstrating the effectiveness of gradient boosting for structured sports data.

Random Forest (accuracy = 0.82) also provided reliable results, confirming the strength
of ensemble methods.

The Voting Classifier offered balanced generalization and stability across player categories.

Taken together, the results confirm that the performance of ensemble ML techniques
such as Random Forest, XGBoost, and Voting Classifier surpassed simpler classifiers like
Logistic Regression, Decision Tree, and KINN in football player role classification.

Conclusion and Future Work:

This research examined the use of machine learning and clustering algorithms to classify
football players based on their performance metrics and other statistics. By applying a range of
algorithms such as Random Forests, Logistic Regression, k-Nearest Neighbors, Decision Trees,
and XGBoost on a dataset gathered via automated web scraping and subsequent pre-processing
steps. Based on the results, we conclude that integrating multiple models worked better in
comparison to single models. Ensemble methods consistently showed higher accuracies. It
proves that sports analytics could benefit from ensemble approaches, further confirming their
applicability in situations where data is of a diverse nature.

The ensemble model predictions suggested by this study can support scouting decisions,
reduce individual model bias, and improve robustness in player evaluation and recruitment
strategies. The results of this study will also have a profound impact on various stakeholders of
the football and sports analytics ecosystem, such as; Football Clubs and Scouts to make more
informed recruitment decisions based on data-based insights as opposed to subjective
judgments and Coaches, and Technical Staff members to have a greater insight into the strengths
and weaknesses of players for making strategies and assigning roles, so that the available talent
is used optimally.

Although this research produced encouraging results, a few limitations still persist. The
major issue is the limitation of the dataset, which comprises a single season of football statistics.
Hence, it may limit the generalizability of the models across multiple seasons or different
leagues. Furthermore, it did not entertain contextual or unstructured data sources such as match
commentary, video analysis, or sensor-based tracking, focusing only on structured numerical
data. Using these modalities, the model can enhance its predictive nature and provide richer
player profiling. Therefore, we can extend this research in multiple directions. First, we suggest
adding multi-season and cross-league datasets to enhance the generalizability of the models.
Second, more feature engineering techniques could be applied to further extract the usually
missed performance indicators. Third, with a diverse dataset, the use of advanced deep learning
models such as graph neural networks (GNNs) and recurrent neural networks (RNNs) can
improve the overall results. The deployment of these pre-trained models could bridge the gap
between football clubs and players’ analytics. Additionally, the real-world sports data is huge in
volume and inherently unbalanced in nature with respect to different target classes. Therefore,
one of the other possible future extensions of this work can be the implementation and analysis
of commonly used data balancing techniques, including over- and undersampling, for handling
the class imbalance problem. Some of the significant data balancing techniques that the future
research community can explore are SMOTE (Synthetic minority oversampling approach),
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ADASYN (Adaptive Synthetic Sampling), Borderline-SMOTE, and Safe-Level SMOTE.

In summary, this work has established a strong baseline for the applicability of
ensembled and machine learning techniques in football analytics on a curated dataset,
demonstrating both its immediate benefits and its potential for future expansion. By integrating
multiple datasets from various platforms and further refining them, these techniques can
significantly change the dynamics of sports analytics.
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