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owadays the significant concern in IoT infrastructure is anomaly and attack detection 
from IoT devices. Due to the advanced technology, the attack issues are increasing 
gradually. There are many attacks like Data Type Probing, Denial of Service, 
Malicious Operation, Malicious Control, Spying, Scan, and Wrong Setup that cause 
the failure of the IoT-based system. In this paper, several machine learning model 

performances have been compared to effectively predict the attack and anomaly. The 
performance of the models is compared with evaluation matrices (Accuracy) and confusion 
matrix for the final version of the effective model. Most of the recent studies performed 
experiments on an unbalanced dataset; that is clear that the model will be biased for such a 
dataset, so we completed the experiments in two forms, unbalanced and balanced data 
samples.  For the unbalanced dataset, we have achieved the highest accuracy of 98.0% with 
Generalized Linear Model as well as with Random Forest; Unbalanced dataset means most of 
the chances are that model is biased, so we have also performed the experiments with Random 
Under Sampling Technique (Balancing Data) and achieved the highest accuracy of 94.3% with 
Generalized Linear Model. The confusion matrix in this study also supports the performance 
of the Generalized Linear Model.  
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INTRODUCTION 
          The Internet seems to be a basic need for people. People use the Internet according to 
their needs. They use it not just for entertainment but also for other purposes to fulfill daily 
needs. Almost 48% of people use the Internet [1]. 
          Due to the popularity of the Internet, another field is being emerged, named the Internet 
of Things (IoT). Only tablets, computers, and mobiles were connected to the Internet in the 
past. But currently, due to the IoT, Many devices like air conditioning and television are 
connected to the Internet. IoT is now being used in healthcare, traffic monitoring, and 
agriculture. It provides intelligent services without any intervention. Sensors are used for data 
procurement, and data is populated through the network. Privacy is a significant concern. 
Privacy is a paramount concern during the collection and transmission of the data [2]. Sensors, 
devices, and nodes are used to form IoT devices that enable communication without the 
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intervention of humans. Different sensors like temperature, position, pressure, proximity, etc., 
are used in IoT devices. Sensors help control Open/close doors, AC devices, Lights, etc. [3]. 
Communication protocols and messaging protocols enable communication between different 
nodes. Node to node messaging protocols include COAP, XMPP, HTTP, AMQP, and MQTT 
[4].  
         IoT device sensors use the wireless medium to propagate data, making it easy to attack. 
Smart sensors typically operate on low energy and provide less support for attacks. Thus, there 
is always a risk of attacks on IoT devices, such as on-off attacks. Other types of attacks can 
inject false data packets, which result in the consumption of node energy and network 
bandwidth [5]. There are two types of IoT attacks, cyber-attacks, and physical attacks. Cyber-
attacks affect wireless networks resulting in stealing, changing, damaging, and changing data. 
On the other hand, physical strikes cause physical devices to harm [6]. Cyber-attacks can be 
classified into five types. (i) Based on purpose (ii) Legal classification (iii) Based on the severity 
of involvement (iv) Based on scope (v) Based on the network type. In contrast, five primary 
security goals are Availability, Integrity, Authentication, Confidentiality, and Non-repudiation 
[7]. 
         Every field seems to need IOT services nowadays. With the emergence of technologies, 
attacks have always been a threat to the system as IoT systems are hot nowadays, so attackers 
are keen to attack and harm the systems. On the other hand, researchers are always there to 
help the community to restrain these types of attacks. 
         Inspired by natural intelligence, making machines think like humans is artificial 
intelligence. AI is divided into two subparts (i)Strong AI and (ii) Weak AI.  Strong AI claims 
that machines will think precisely like human intelligence. In weak AI, the device is trained 
with pre-existing data. And the machine performs intelligently [8]. Artificial techniques are 
being widely used to detect these types of attacks. Machine Learning and Deep Learning 
Neural Networks are the sub-branches of AI facilitating detection. Machine Learning is a 
subfield of AI consisting of computational algorithms used to inject intelligence into machines 
inspired by human intelligence.  Machine Learning has gained wide acceptance in various 
fields, including Computer Vision, Pattern Recognition, IoT applications, medical 
applications, Biomedical, and other areas [9]. 
         Due to the number of connections, IoT plays a vital role in secured communication. 
The introduction of machine learning can provide adequate privacy and security.   It is 
challenging to evaluate which model is effective for which problem in this environment. Based 
on types of attacks, Binary, as well as Multiclass attacks, exists there. Different algorithms are 
used to find binary and Multiclass classification Attacks. K-nearest neighbor, Support vector 
machine, decision tree, Naïve Bayes, Random Forest, Artificial Neural Network, and logistic 
regression are used in finding both types of classifications in intrusion detection systems [10]. 
Machine Learning has opened up new avenues for research. It helps to identify suspicious 
activities and threats to the system [11].  

Literature Review  
          IoT-based Darknet traffic detection Systems are evaluated and investigated using 
supervised Machine Learning techniques [12]. The world is changing its direction toward t, 
intelligent, innovative technologies such as smart homes, smart cities, and smart industries. 
With the increasing demand for smart technologies, nodes are rapidly increasing. Hence causes 
anomalies in the system. The abnormalities in the system are being detected to avoid loss of 
data and effective working of smart devices using Machine Learning [13]. Denial of Service 
attack, spoofing attack, jamming, and eavesdropping attack detections and preventions are 
operating Machine Learning Techniques, including Supervised Learning, Unsupervised 
Learning, and Reinforcement Learning. It ensures data privacy for the user [14]. An enhanced 
encryption method using the AI technique is proposed. The data shared matrix achieves the 
(k,n) threshold strategy [15]. A real-time solution for SDN based on intrusion detection and 
mitigation solution using random forest classification that claims high accuracy for attacks in 
SDN-managed networks [16]. The article proposes a secure control authentication scheme 
from cloud to end devices, enabling direct secure communication, resource use, and power 
consumption [17].  
         . Machine learning identifies the proposed model's accuracy, efficiency, and performance 
[18]. The formal Modeling technique is used to verify and validate cyber-attacks, and the ML 
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reinforcement approach is used for the cyber-attacks [19]. Artificial immune systems (AIS) are 
used to overcome security issues. AIS solutions for IoT security issues have been discussed 
[20]. A deep neural network is used to propose an anomaly detection system in IoT for a 
secure network. Different deep learning models are applied, such as RNN, CNN, DNN, and 
some variants [21]. A hybrid algorithm-based new framework model is proposed for the cyber-
attack detection system. The proposed model effectively uses a Machine learning algorithm 
[22]. The article presents an intelligent framework in the combination of Complex event 
processing technology and machine learning to detect IoT security attacks. The IoT-based 
healthcare system has been selected to validate the architecture, demonstrating satisfactory 
results [23].  

Table 1: Literature Summary 

Author Model Name Technique  Result 

Liang Xiao et al. [14] IoT attack models Supervised Learning, 
Unsupervised 
Learning, 
Reinforcement 
Learning 

Spoofing detection 
accuracy is 95%, user 
identification accuracy 
is 92.34% 

Dhanke Jyoti Atul et 
al. [18] 

Energy-Aware Smart 
Home 

J48 tree Classification 
Algorithm, Naïve 
Bayes Algorithm 

The accuracy rate is 
85% 

Jose Roldan et al. [23] An Intelligent 
Architecture 

Linear Regression, 
Support Vector 
Machine 

0.99998 precision 

Zeeshan Ahmad et al. 
[21] 

Efficient Anomaly 
Detection 

1-D Convolutional 
Neural Network, 
Recurrent Neural 
Network, Gated 
Recurrent Unit, Long 
Short-term Memory 

Model Accuracy 0.57-
2.6%, FAR reduces by 
0.23-7.98%, detection 
accuracy 0.99-3.45% 

Indrajit Mukherjee et 
al. [13] 

Anomalies Prediction 
Model 

Logistic Regression, 
Naïve Bayes, Decision 
Tree, Random Forest, 
Artificial Neural 
Network 

Case1: Logistic 
Regression Accuracy 
99.4%, 
Case 2: Logistic 
Regression Accuracy 
99.99%, 

Objective of the Study 
This study aims at investigation of data stability and concludes that imbalanced datasets can 
cause the overfitting of machine learning models. In such cases, models always predict the 
majority class (even in a real-world environment for unseen data). Therefore, machine learning 
models can be modified so that rather than memorization, models can be generalized and can 
be more effective in the real-world environment. We have considered several well-known 
machine learning models for experiments, and have performed experiments on unbalanced 
and balanced datasets. Several techniques are available for data balancing from which we have 
selected the “Random Under Sampling” technique for this study.  

Methodology  
         The Overall framework of this study can be seen in Figure 1. The initial step of this 
study is Dataset selection and analysis of the data. The next step is cleaning the data, like 
dealing with noise-free data. In  previous studies, there is no method to deal with Imbalanced 
datasets; in this scenario, the proposed model led to an overfitting problem and consistently 
predicted the majority class, the “normal” class in the considered dataset. Figure 1 is for the 
summary of the proposed framework in which we have represented all the significant steps of 
the proposed work. The brief flow of the proposed framework is mentioned in below bullet 
points. 
1. Dataset: We have considered the open-source dataset of 8 classes. 
2. Preprocessing: The dataset consists of null values. Most of the features are not necessary, 
so we applied to preprocess steps like removing null values records or using average(values). 
3. Data Splitting: After the clean dataset and feature selection, we divided our dataset into 
train test folds. Mainly, we divide 80% of the data for training and 20% for testing/ evaluation. 
4. Model Training: With the train data, we trained our considered models with suitable 
parameters. 
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5. Model Evaluation: After training, we evaluated our model with test data and evaluation 
matrices. 

 

Figure 1: Proposed Framework 

Dataset 
         The dataset is open source and was taken from Kaggle( 
https://www.kaggle.com/datasets/francoisxa/ds2ostraffictraces). An IoT-based virtual 
environment was created to record data using distributed innovative space orchestration 
system. The communication between the collection of micro-services takes place using a 
protocol named Message Queuing Telemetry Transport. There were  13 features and eight 
classes in this dataset. The dataset has missing data 148 and 2050 in terms of “Accessed Node 
Type” and “Value” features.  
The features of the dataset are discussed in Table 2. 

Table 2: Features Description 

Sr. No. Feature  Data Type 

1 Source ID Nominal 

2 Source Type Nominal 

3 Source Location Nominal 

4 Source Address Nominal 

5 Destination Service Type Nominal 

6 Destination Location  Nominal 

7 Destination Service Address  Nominal 

8 Accessed Node Type Nominal 

9 Accessed Node Address  Nominal 

10 Value Continuous 

11 Timestamp Discrete 

12 Operation Nominal 

13 Normality Nominal 

Data Preprocessing 
         Some preprocessing is used to make the dataset right for the applied model. In the first 
step, missing data was handled. “Accessed Node Type” categorizes values while “Value” has 
continuous values. These two columns contain missing values which results in anomalies in 
data transferring. “Accessed Node Type” has 148 rows representing values that are ‘NaN’ 
(Not a Number). As it is categorical, removing 148 rows might lose valuable data. So, ‘NaN’ 
values are replaced by ‘Malicious’ values in this feature. The “Value” feature also contains 
some unforeseen data which does not have continuous values. These values are converted into 
meaningful values. It helps the model to predict better accuracy. The random values “None,” 
True”, “False,” and “Twenty” in the “Value” feature are replaced by meaningful values 
“0”,”1”,”2,” and “20,” respectively. Finding feature types in the dataset is a necessary step. 
The dataset is comprised of Numerical and Categorical data. The depicted feature datatypes 
are shown in Table 1. can be claimed all features as Nominal except for “Value” and 

https://www.kaggle.com/datasets/francoisxa/ds2ostraffictraces
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“Timestamp.” The “Value” column has continuous values. The “Timestamp” feature is 
removed as it is not being considered.  
         The next step is to convert nominal data into vectors. There are many ways to convert 
categorical data into vectors. Label encoding and one hot encoding schemes are standards. 
The data is transformed into a feature vector using the label encoding technique. One hot 
encoding scheme selection might cause an increase in features. Therefore, label encoding is 
preferred for this dataset. 

Feature Selection 

          We have 12 explanatory variables (features) and 1 response variable in the considered 
dataset.  Feature selection selects a valuable subset of features to develop an effective 
prediction model. .             It improves the model's performance in terms of evaluation scores 
and is essential to reduce features. Still, it also improves the model's performance in terms of 
evaluation scores and computational model time and cost decrease.   
          Currently, statistical models are being used due to effective performance and speed to 
identify the attributes that have strong relationships with the response/target variable.  It is a 
headache to select which features are reasonable in relation. We can use a built-in tool like 
Weka and Rapid Minor to solve this problem. In this study, we have considered Rapid Minor 
to evaluate the relation of features and conclude that all features are essential. 

Evaluation Metrics 

         The current problem is based on a multi-classification task as we have eight classes. For 
evaluation purposes, we have considered the following metrics. 

I. Accuracy 
Accuracy measures the percentage of how many predictions are accurate. In other words, if 
you have a total of 10 samples for testing and seven samples' prediction are correct, then it 
means the accuracy is 70%. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 + 𝑇𝑁)/ (𝑇𝑃 +TN+FP+FN) * 100          (a) 
II. Precision 

The ratio of accurate prediction and total positive class samples is called precision.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = (𝑇𝑃)/ (𝑇𝑃 + FP) * 100                                  (b) 
III. Recall 
The ability of the classifiers for accurate prediction out of expected actual.  

𝑅𝑒𝑐𝑎𝑙𝑙 = (𝑇𝑃)/ (𝑇𝑃 + FN) * 100                                       (c) 
IV. F1-Score 
The F1-Score can be described as the mean of precision and recall score.  

𝐹1 − 𝑆𝐶𝑂𝑅𝐸 = 2 ∗ (𝑃𝑅)/ (𝑃 + R) * 100                            (d) 

Results & Discussion  
         We have not considered only 1 or 2 models; we have considered the number of well-
known machine learning models in this study that are being considered nowadays for different 
classification and regression problems.  
        Our problem is a classification problem, and the dataset is imbalanced.  The distribution 
of Samples in terms of classes is shown in Figure 2.   

 
Figure 2: Data Distribution in Terms of Classes in Actual Unbalanced Dataset 
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Although the dataset is not balanced, we have evaluated the model performance with the 
original dataset and selected different samples of classes of almost equal data distribution. 

Results Comparison and Discussion  
         Figure 2 determines that it is observable that the dataset is imbalanced, and several 
studies exist in which results are presented with the imbalanced dataset, which is not suitable 
for concluding the effective machine learning model. Let's suppose we have 10,000 samples 
of class A and 200 samples of class B. So, it is common practice that models learn majority 
class and always predict class A in real life; this problem leads to overfitting. So, to avoid such 
issues and conclude an effective model with effective predictive ability in real life for any 
unseen sample, we have presented the result in balanced and unbalanced datasets. 

Unbalanced Data Set Results  
         In this study, we have considered seven well-known machine learning models to 
compare and find out which model is more effective than others for such a problem. Table 3 
has machine learning models' evaluation scores (accuracy) for an unbalanced dataset. The 
problem here is that when data is unbalanced, model biased or overfitting occurs due to too 
much learning of majority classes.  Although most of the research was published without 
focusing on this problem, we have presented the result in both forms, balanced and 
unbalanced dataset results. 

Table 3: Evaluation Scores of 7-Machine Learning Models for Unbalanced Dataset 

ML Models Accuracy 

Generalized Linear Model  98.0% 

Random Forest 98.0% 

Logistic Regression 96.1% 

Fast Large Margin 97.2% 

Decision Tree 71.8% 

Naive Bayes 97.2% 

Support Vector Machine 97.2% 

Balanced Data Set Results (Random Under Sampling) 
          Under-sampling is a technique in which we balance the dataset to reduce the majority 
class; for example, we have 2-classes (Male & Female). The number of samples of the Male 
class is 2000, and the Female class samples are 500. So, to balance the classes, there are two 
ways, one is to increase the samples of the Female class (Minority Class); that process is called 
oversampling, and the second way is to reduce the samples of the Male class (Majority Class), 
and this process is called Under Sampling. To mitigate the problem of model biased / 
overfitting, we need to consider at least reasonable data samples of each class. We have 
considered max 300 samples from each class. If any class has samples up to 300, then all the 
samples of that class are considered, as shown in Figure 3.   
         The dataset is now in a balanced format in the undersampling technique. Let's now 
evaluate the model performance (accuracy) for these balanced samples see Figure 4. 

 
Figure 3: Data Samples Distribution in terms of Classes (Random Under Sampling) 
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Figure 4: Model Accuracy Comparison of Balanced Dataset (Random Under Sampling) 

          The machine learning model's performance (Generalized Linear Model) is more 
effective than other considered models for balanced datasets (Random Under Sampling). To 
support this statement, we have drawn a confusion matrix seen in Table 4.  

Table 4: Confusion Matrix of Generalized Linear Model for Balanced Dataset 
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From Table 4, it can easily conclude that the Generalized Linear model performance is 
effective for all the considered classes. 

Conclusion 

Based on this study, we can say that the data balancing technique is more critical in an analysis 
where data is too imbalanced, and accuracy is affected by these unbalancing. Whenever the 
data is unblanched, the model gives you the highest accuracy score due to overfitting, which 
means the model is trained only for the majority class, and no proper training takes place for 
all classes.  We have performed the experiments for balanced and unbalanced dataset classes 
in this study to support the concept of how it is essential to consider a balanced dataset. The 
Generalized Linear Model is effective for unbalanced and balanced (Random Under Sampling) 
classes for such a task, but the evaluation scores are different for the balanced and unbalanced 
dataset. In this study, we have applied Random Under Sampling and now have planned to use 
Oversampling technique in the future to balance the dataset for such task.   
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