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ouble auction (DA) algorithm is widely used for trading systems in cloud computing. 
Distinct buyers request different attributes for virtual machines. On the other hand, 
different sellers offer several types of virtual machines according to their 

correspondence bids. In DA, getting multiple equilibrium prices from distinct cloud providers 
is a difficult task, and one of the major problems is bidding prices for virtual machines, so we 
cannot make decisions with inconsistent data. To solve this problem, we need to find the best 
machine learning algorithm that anticipates the bid cost for virtual machines. Analyzing the 
performance of DA algorithm with machine learning algorithms is to predict the bidding price 
for both buyers and sellers. Therefore, we have implemented several machine learning 
algorithms and observed their performance on the bases of accuracy, such as linear regression 
(83%), decision tree regressor (77%), random forest (82%), gradient boosting (81%), and 
support vector regressor (90%). In the end, we observed that the Artificial Neural Network 
(ANN) provided an astonishing result. ANN has provided 97% accuracy in predicting bidding 
prices in DA compared to all other learning algorithms. It reduced the wastage of resources 
(VMs attributes) and soared both users' profits (buyers & sellers). Different types of models 
were analyzed on the bases of individual parameters such as accuracy. In the end, we found 
that ANN is effective and valuable for bidding prices for both users. 
Keywords: Cloud Computing, Double Auction Algorithm, Supervised Machine Learning, 
Regression Problem, Artificial Neural Network 
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Introduction 

  The cloud market allows its user to access the network on request and exchange 
configurable resources over the cloud network by using the internet [1]. In the cloud market, 
different sellers offer a variety of services to their users and charge according to their demand 
for a specific period [2]. CDARA act as an agent between customers and providers; 
furthermore, it fulfills their demands as per their request [3]. CustomerCustomers request 
virtual machines and their attributes are usually set by cloud providers. The attributes include 
several factors like CPU, RAM, HDD, bandwidth, and time. CDARA algorithm assigns the 
resources according to their demand and as well as their bids price that is suggested by the 
providers [4]. The major issue in DA algorithm is getting a good quality of service (QoS) at a 
reasonable price and finding the optimal bidding price according to its demand. , A variety of 
learning methods have been used to improve the performance of DA algorithm, but no one 
worked on optimal bidding price. The main problem occurs when multiple bid prices come in 
the auction algorithm, and we need to achieve equilibrium prices during the algorithm's 
execution[5]. The resource allocation process depends upon the bidding price. If the customer 
bid price is less than the seller's bid price, no one gets resources in terms of virtual machines. 
All customer's and provider's bids are arranged in descending order because a higher bid 
density has a chance to get resources first. All resource allocation process is done on bid 
density [4]. Higher bid density provides high profit for providers, and it is good for their 
company, revenue always runs businesses, and in return, they provide us well services (VMs). 
DA also provides the freedom to get resources from multiple service providers at a lower 
price. If one provider is selling the services at a higher price, on the other side, another provider 
is selling at a low price. DA automatically allocates a resource from the lower service provider 
to the higher bid density user. The bidding process decides which customer gets a resource. 
The main task is DA is resource allocation, and resource allocation depends on the bidding 
process, so our main focus is on the bidding process. If we work on the bidding process, we 
can improve the performance of DA, and it will generate better results as compared to 
previous algorithm. We will add learning process for bidding policy because nowadays 
competition is high and we need to achieve Qos. Predicting the price for VMs for customer 
is major problem so we will use learning algorithm to predict the price.   

 

Figure 1: Cloud Environment 
In Figure 1, the cloud computing structure is discussed as in other researchses [6], and 

it also explains how DA algorithm works as an agent between users and providers. Auctioneer 
takes input from customers and providers and compares their offers and demands according 
to their bid cost. User requests for virtual machine (VM) that consists of different attributes 
such as Hard Disk (HDD), Random Access Memory (RAM), Bandwidth (BW), Central 
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Processing Unit (CPU), and Time. Provider offers a number of VMs and demanded prices. In 
figure 1 broker acts as a user requesting a virtual machine and its bid price. In the end, it assigns 
virtual machines to the user at their request. 

On the other hand, sellers get the price and provide the services offered to the auction 
algorithm. Here auctioneer represents as DA algorithm. We need to analyze different machine 
learning algorithms for predicting the price of VMs. If we use the predicted price of VM in 
DA algorithm, we can get better results than the simple DA algorithm. The machine learning 
technique is very useful for one-sided algorithms [7][8]. In the next section, we will discuss 
different resource allocation algorithms and machine learning algorithms for predicting the 
bidding price. 
Related Work 

In this section, we have studied resource allocation and its issues in a cloud 
environment and also comprehensively analyzed the learning mechanism (LM) in this 
literature. Trading of virtual machines CDARA is the problem by referring to the cloud market 
and profits for both sides of customer and sellers [3]. The proposed model has CDARA that 
raises the income of buyers and sellers. Resource Allocation Problem (RAP) was used as an 
optimization problem in an auction where N customers and sellers offer their bids according 
to requirements. However, the main issue is whether we can increase providers' profit and 
social welfare without increasing the number of total resources [9]. The DA algorithms had a 
paramount trading system to obtain competitive equilibrium prices and how they worked 
under different conditions during the bidding process. Linear regression was used for resource 
allocation, and logistic regression had used to confirm if the resource was allocated or not all 
things were done with the help of machine learning algorithms but also to examine the multi-
dimensional problem in cloud resources distribution system [10]. Smith implemented the DA 
algorithm and achieved average price (AP) by perfuming neoclassical in his experiment and 
also predicting the equilibrium price with partial data [11]. The bidding policy system uses 
reinforcement learning (RL) in DA, and this system assists in air conditioning and heating 
ventilation system [12]. The bidding policy did not require a special framework based on 
showing attributes and conversion of the indoor temperature of a building and trading 
payment system [13]. In 2020 DA was used as resource allocation in the blockchain and 
offloading method used for computing in mobiles. Low memory, limited storage, and 
computation capacity are low in mobile devices. Due to this reason, we can perform huge 
tasks like cryptocurrency mining due to the low power of resources. To avoid this problem, 
G-TRAP had introduced in edge computing and cloud computing. Offloading task performed 
by DA algorithm where it takes from cellular phone sends to servers were computation 
process and give return to auction algorithm[14]. Offloading task was requested by mobile 
devices and services are provided by datacenters, all these services run in the application where 
blockchain is used, but the problem is they only focus on resource distribution and do not 
involve a learning mechanism [15]. The online gaming platform has a consensus problem 
where all the users want to get specific resources with partial data [16]. For bidding policy, 
iterative learning was used in DA algorithm, where they got an equilibrium price at the end 
[17]. Several learning techniques have been proposed DA algorithm with equilibrium and 
varying policies to depict the asymmetric data for sellers and buyers. Different genetics [18] 
and RL [9] were used. Our need was to find a general learning method that finds the planning 
scheme in cloud computing by using DA algorithm and increased knowledge. The best way 
to fulfill the conditions in the learning framework is Experience Weight Attraction (EWA) 
which combines the attributes of belief learning and RL. EWA was used in DA algorithm that 
was the combination of belief learning and RL, then altered EWA in an appropriate learning 
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system by extracting discrete learning behavior [19]. This proposed model was economically 
good and guided both-sided participants; this effort is closed to our work. Several ML 
algorithms have been used in past years, but some worked on limited rows in the data set. 

A regression tree is used for the optimization of bidding policy and linear 
programming to increase the performance of CDARA [20]. The problem in CDARA is the 
bidding policy; we need to increase throughput instead of focusing on the algorithm's 
execution time. The regression tree creates problems when we increase the data size and 
change the output when new data is added [20]. And EWA did not perform well in a small 
size data set [15] because it is reinforcement learning. It always works on feedback, and it 
improves itself by taking responses from the environment, so that is why it did not perform 
well. Deep Deterministic Policy Gradient (DDPG) is used for bidding policy in the whole 
sales market for predicting the energy bid price, but we are dealing with cloud services. They 
used large data for the learning process because it worked on feedback [21]. Q learning is 
applied in CDARA by using a bidding policy [22], but the problem is that a small dataset could 
not help in Q learning. This learning always requires feedback with limited rows Q learning 
system, which cannot provide the best results.  Bidding police are discussed for cloud 
instances, but the problem is that it is solely on assumptions. Real-time entries are not 
discussed. Therefore, cloud instances require a real-time environment and can handle large 
amounts of data instead of assumption entries [23]. CDARA needed the best learning 
algorithm that could handle massive datasets and maximize the performance in resource 
allocation, in addition to finding optimal bidding costs. Therefore, we are looking for the best 
ML algorithm which forecasts the bidding cost in the manner of VMs attributes. In addition, 
we need to use different traditional and advanced machine learning algorithms to predict the 
final bidding cost for each customer and provider. 
Materials and Method 
Combinatorial Double Auction (CDA) 

CDA consists of the allocation model, which allocates the virtual machines and their 
proposed offers in the form of bids that require groups of different resource attributes [4]. 
The bids are calculated given the below format.  

Bid (buyer) = bidPerCPU * CPU + bidPerMemory * Memory + bidPerBandwidth * 
Bandwidth +       bidPerStorage   * Storage      (1) 

Bid (seller) = bidPerCPU *CPU + bidPerMemory * Memory+bidPerBandwidth * 
Bandwidth +bidPerStorage   * Storage         (2) 

Winner Selection 
CDA selects the resources based on equations (4) and equation (6). If the bid density 

offered by customer equation (4) is greater or equal to provider bid equation (6), then the 
resource assigned to the customer is reasonable at the final trade price (FTP) equation (11). 
The total number of customers and their demands [3]. 

                                      Mi = ∑ (ak
i ∗ qk

i )l
k=1                             (3) 

Bid density of buyer. 

                                                      bdi =
bi

√Mi
                (4) 

Total number of providers and their demands 

                                  Mj = ∑ (ak
j

∗ qk
j

)l
k=1                            (5) 

Bid density of seller. 
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                                                              bdj =
bj

√Mj
     (6) 

Pricing Model 
Assigning of resources is determined by the paid the price by the customer by utilizing 

the pricing model [3]. In the cloud market, this model is best for customers and providers to 
encourage participation. Sum of demanded attributes for a virtual machine by the customer 
[3]. Table 1 shows the attributes description, and each attribute defines a distinct role in each 
equation.  

                                                       tqi = ∑ qk
il

k=1      
The average bid cost for the customer is computed by the total requested resources.  

                                                         api =
bi

tqi
                          (7) 

Sum of total resources offered by the seller[3]. 

                                                        tqj = ∑ qk
jl

k=1  

The average bid cost for the provider is computed by the total requested resources. 

                                                                 𝑎𝑝𝑗 =
𝑏𝑖

𝑡𝑞𝑗
               (8) 

Concluding TP of customer i and provider j is calculated based on the average price of 
customer and provider. 

                                                           𝑎𝑡𝑞𝑗
𝑖=(

𝑎𝑝𝑖+𝑎𝑝𝑗

2
)    (9) 

Customer i required to pay a specified price to provider j, and paid the price is calculated based 
on allocated items. 

                                                       𝑎𝑝𝑗
𝑖=𝑎𝑡𝑞𝑗

𝑖 ∗ 𝑎𝑝𝑗
𝑖                  (10) 

The final cost is assigned to, the customer by the provider as the sum of the paid the price, 
and all this process is done after the negotiation between the customer and provider [3]. 

                                                     𝑇𝑝𝑗
𝑖 = ∑ py𝑘

𝑖𝑙
𝑘=1                         (11) 

Table 1: Attribute's Description 

Attributes Description 

ak
i  Attribute of VMs requested by buyers. 

qk
i  Number of VMs requested by buyers. 

bi  Bid offer by buyers 

ak
j
 Attributes of VMs offered by sellers. 

qk
j
 Number of VMs offered by sellers. 

bj Bid offer by sellers. 

Utility Function (UF): 
UF is calculated by offered bid price minus FTP. If the buyer's bid price is lower than 

offered bid price by the sellers, then the utility becomes zero [24].  
                                      UF = Bid – FTP                                          (12) 
Methodology 
            Figure 2 depicts the pictorial representation of our methodology and shows the six 
steps involved in it.  Firstly CDARA had executed recurrently over the CloudSim platform 
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[25] due to the need for large data for the learning process and the creation of the dataset. 
Then note down all demands and their respective bids that the customers submitted. However, 
we also recorded the offers that were offered by the sellers and their respective bids. Demands 
and offers contain CPU, RAM, BW, and time. With the help of these, we have noticed the 
final cost for both customers and providers. In the next phase, we analyzed the data gathered 
by CDA algorithm’s output after successfully acquiring the resources. We have created the 
dataset on the bases of CDA output. A feature selection is made on the dataset due to the 
need for improvement in the performance of the auction algorithm. These features have 
different domains and ranges defined in table 2. Several ML algorithms (Support Vector 
Machine [26], Random Forest Regression [27], Decision Tree [28], and Gradient Boost 
Regression [29]) have been implemented with the distinct size of the dataset. Few of them 
have provided the best results, but dataset size is limited; however, Artificial Neural Network 
[30] has provided the best result among all learning algorithms with a large dataset. 
Subsequently executing the learning algorithm, we observe the performance of DA on the 
basis of loss function and accuracy. ANN produced the best result among all learning 
algorithms and gave 97% on a large dataset size. 

 
Figure 2: Overview of Methodology 

DataSet Description 
Our dataset has dependent variables (final trade price) and independent variables 

(CPU, RAM, HDD, BW, Time, User Bid, and Provider Bid) total data set contains eight 
variables and 40,000 entries. Each feature has its domain and range, CPU domain is 200 and 
range is 1000, RAM domain is 256 and range 2048, HDD domain is 12000 and range is 48,000, 
BW domain is 120 and range is 960, and time domain is 10 and range is 60. All offers and 
demands exist within these limits. 

Table 2: Domain & Ranges 

Features Minimum Maximum  Mean Standard 
Deviation  

CPU  (MHz) 200 1000 600 236.64 

RAM (MB) 256 2048 960 686.32 

BW (Byte/sec) 120 960 468 286.24 

Time (T/24*hr) 10 60 35 17.07 

HDD (MB) 12000 48000 3000 13416.57 

Bid Price 
Customer($) 

0.159 1.006 0.556 1.88 

Bid Price 
Provider($) 

0.058 0.401 0.203 0.078 

Data 
Collection

DataSet 
Creation

Features 
Scalling 

Apply 
Different ML 
Algorithms

Results 
Analysis 

Result 
Validation 
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Final Trade 
Price($) 

0.108 0.703 0.379 0.116 

 
Result and Discussion  

ANN has been implemented with different types of dense layers (DL) by using Keras 
API [31]. First of all, we have loaded 40,000 rows of the dataset that was developed based on 
DA algorithm output, and each row contains a dependent and independent variable. The final 
trade price (FTP) depends upon the CPU, RAM, HDD, BW, and time. FTP defined the UF, 
and this function tells the profit to providers. Dataset is divided into two sections; training 
data is labeled in one section, and the second one is labeled by the testing dataset. For the 
learning process, we have used a training dataset, and for the validation process, we have used 
test data. The training data set has 70%, and the remaining 30% has testing data of the dataset. 
Testing and training data were loaded into data frames and mix them for further processing. 
Different features were normalized by calculating their standard deviation and mean [32]. 
Preprocessing is done by the normalization technique, and this technique helps us to develop 
our model. We construct three models using different hidden layers to forecast the FTP and 
compute the loss function. Our target is to forecast the real cost of the customer and provider’s 
bid cost allocated by the DA. We construct the sequential model by using different inputs 
(CPU, RAM, HDD, and BW) with the help of DL. In the initial phase, a few layers were used 
to predict the FP was not accurate, and after that, we added more layers with the help of the 
regulator, and finally, we reached the optimal solution. Nodes are significant while predicting 
the FTP, we categories hidden layers into three sections (small, medium and large). Initially we 
used 13 hidden layers and epoch size was 40 to 80 but error rate is so high so we increased the 
numbers of hidden layers. We have used 42 hidden layers to reduce the error rate. This result 
was good as compare to initial stage but not optimal so we need to find optimal solution so 
we again increase the number of hidden layers at the end, found optimal solution by using 87 
hidden layers. Figure 3 depicts the final stage of training by using   Mean Square Error as cost 
function; it tells us about the average loss value of entire dataset. 
Cost function 

                               𝑀𝑆𝐸 =  
1

𝑛
∑ (𝑦𝑖 − �̂�𝑖)2𝑛

𝑖=1                           (13) 

ŷ i = predicated Value  F(x) 

y i = oberved value 

n =   numbers of sample in y 

Mean square error [33] helped us reach an optimal point where we have five main 
features such as CPU, RAM, HDD, BW, and time; with the help of matplotlib [34] library to 
draw the best-fitted line of our model by using ANN model. Figure 4 shows the best-fitted 
line. On x-axis, the independent and y-axis dependent variable is defined.  

Samimi et al. [3] performed a simple experiment with 20 customers and 7 providers in an 
auction algorithm. Each customer requested his demands according to its requirement and 
submitted their respective bids for the virtual machine as well. On the other side, providers 
demanded their offers in the auction without using any technique like an integer program or 
any learning process for bid values (Virtual Machine). At the end of the auction, only 9 
customers got the resources, as shown in figure 4 below. 
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S. A. Tafsiri et al. [4] implemented integer programming to increase the success ratio for 
winner users. They performed with 20 users and 7 providers in the auction algorithm, and they 
got better results as compared to a simple auction algorithm without using integer 
programming. With integer programming, 14 got the resources that were much better than 
previous results. But it can still improve, so we decided to introduce the learning mechanism 
to increase the success ratio in a double auction. 

 
Figure 3: Accuracy over 40,000 entries 

 
Figure 4: Simple Double Auction Algorithm 

 
Figure 5: Integer Programming  

Double Auction with Learning Mechanism: 
       DA algorithm is implemented by using predicted bid values with different learning 
algorithms, and without LM at the end, we observed that LM performed best. In addition, 
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ANN provided the foremost results among all other learning algorithms. We experimented 
with twenty users who requested resources (VMs) and seven providers who offered their 
services (VMs), and we observed that the probability loss of instances is reduced by using 
ANN predicted values.   

In figure 6, we have used ANN predicted values in the double auction, and we got 
tremendous results. We introduced 20 users and 7 providers in the above experiment, and 
both users and providers used ANN values. After using the ANN values for bid, 18 users got 
the resources that are much better than the simple double auction and integer programming.    

 
Figure 6: DA used ANN Values 

In figure 6, there are three main attributes such as TP, UF, and the average cost of 
every user got the resources in DA and sky-craping bid price by B8 at 0.707, on the flip side, 
the minimum bid price by B2 at 0.0155, furthermore towering TP obtained by B19 at 0.0518 
and rock bottom TP was achieved by B9 at 0.0115. 
Conclusion 

Various supervised learning algorithms had different results in DA by using bidding 
strategy, but in this paper, ANN brings off tremendous results for forecasting the bid price 
for customers and providers as reported by their requests and demands. This algorithm has 
worked best in DA by providing the bidding predicted value and improving DA's performance 
by using LM. In addition, ANN provided supreme results in comparison to traditional ML 
algorithms. Classical machine learning algorithms function well on less number of entries in 
the dataset, and initially, it contained 500 entries, but later on, we increased the size of the 
dataset than we observed with 16,000 entries. Unfortunately, some algorithms work well, but 
some are not. Data is increasing daily, so we need to develop a large dataset to observe the 
behavior of learning algorithms with 40,000 entries because the large size of the dataset 
performed well with ANN model. 

On the other hand, decision tree, linear regression, random forest, support vector, and 
gradient boosting regression worked well but with limited dataset size. ANN can deal with a 
large-size dataset. Even if we increase the size of our dataset, the performance of DA will not 
affect, and it deals easily with all kinds of issue that comes due to data. In the future, we can 
add more attributes to our dataset, like the operating system and model of CPU, and we can 
also increase the domain and ranges of CPU, RAM, HDD, BW, and time. Online gaming can 
utilize this concept where customers demand different attributes; furthermore, all types of 
auctions can use this concept to find optimal bidding policies such as web store, Live 
Auctioneers, and eBid.   
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