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loud services are the on-demand availability of resources like storage, data, and computing 
power. Nowadays, cloud computing and storage systems are continuing to expand; there 
is an imperative requirement for CSPs (Cloud Service providers) to ensure a reliable and 

consistent supply of resources to users and businesses in case of any failure. Consequently, large 
cloud service providers are concentrating on mitigating any losses in a cloud system environment. 
In this research, we examined the bit brains dataset for job failure prediction, which keeps traces 
of 3 years of cloud system VMs. The dataset contains data about the resources used in a cloud 
environment. We proposed the performance of two machine learning algorithms: Logistic-
Regression and KNN. The performance of these ML algorithms has been assessed using cross-
validation. KNN and Logistic Regression give optimal results with an accuracy of 99% and 95%. 
Our research shows that using KNN and Logistic Regression increases the detection accuracy of 
job failures and will relieve cloud-service providers from diminishing future losses in cloud 
resources. Thus, we believe our approach is feasible and can be transformed to apply in an 
existing cloud environment. 
Keywords: Cloud Service Providers, Virtual Machines, Physical Machines, Machine Learning, 
Infrastructure as a Service. 
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Introduction 
The usage of cloud computing services is increasing day by day. Cloud consumers expect 

service providers to supply cloud resources for various ICT services, including business-critical 
operations, high computing power, scientific computing, and social networking[1]. Because of the 
huge cloud data centres, resource outages are expected and unavoidable [2]. As a result, ensuring 
that cloud resources are highly available and reliable is crucial. There is a critical requirement to 
provide expandable, dependable, and on-demand resources to their users and clients in the event of 
a defect or failure. Although failures in any computing resource are frequent, massive cloud data 
centres are set up in such a way as to ensure a certain level of accessibility. IaaS provides 
computational resources like computing, power, CPU, and memory that ensure high availability. 
Cloud data centres have an enormous workload. After all, their data are percenters are distributed 
worldwide [3]. If failures are not handled properly, then the availability of such systems is in danger.  

The cloud systems or data centres must be planned in such a way that they face a minimum 
number of outages [4]. Duplication and backup of data or resources is one solution through which 
we ensure the reliability and accessibility of cloud resources [5]. Predictive preservation is all about 
predicting failures and taking action against them. We take data and extract insights from data, and 
for those insights, we provide future directions based on our observations. Machine learning 
techniques are appropriate for this purpose since they generate predicted insights from the data 
collected by these data centres. If we stop all these disasters before they happen, we protect data 
centres from huge losses. Due to the large amount of data generated by data centres, it is possible 
to predict when a module is expected to fail or not with the help of ML models[6].  

Machine learning's primary purpose is to analyse data structure and provide it into a model 
that people can understand and use. ML techniques permit machines to study data inputs and 
generate output values that are inside a specific range using statistical analysis. Thus, Machine 
Learning (ML) aids computers in developing replicas from selected data to train supervisory 
procedures based on data inputs. Machine learning is a rapidly growing field. There are two machine 
learning methods; the first one is supervised learning, which educates algorithms using sample input 
and output data that individuals have labelled, and the second one is unsupervised learning, which 
gives the algorithm no labelled data and allows it to find structure in its input data[7]. 

However, some of the key efforts of scholars in both the academic world and corporate 
industry predicting cloud-resource failure is still a prime issue in the cloud environment. One of the 
biggest concerns is assuring and sustaining the accessibility of the whole cloud infrastructure. This 
is critical because failing to have previous information about a cloud-based failure can have a wide 
range of consequences, such as failure of any computer-hardware module within any cloud 
infrastructure resulting in temporary data unavailability. Still, it can also result in permanent data loss 
in some threatening cases. Furthermore, market forces and new technology trends may coalesce in 
the future to cause computer hardware system failures to occur more frequently. On the other hand, 
there are plenty of recommended conventional failure prediction models for dealing with and 
minimizing the impacts of failures in a cloud environment, but there is a perilous obligation to 
accurately detect future resource failure patterns. This will not only help in the analysis of future 
cloud resource failures by modifying existing approaches but also in the planning and development 
of new methodologies 

The main purpose of our research work is to build a precise ML model to predict job failures 
efficiently in a cloud environment. As a result, we will be able to improve the cloud’s reliability and 
availability by identifying precisely future failures and fully harnessing the potential of next-
generation huge cloud computing systems[8]. 
Literature Review 

In [9], [10], the authors proposed a model using time series and ML for failure prediction. 
They evaluate in their research work that the Support-Vector Machine (SVM) gives the best accuracy 
among other prediction models. Still, their predicted accuracy can be improved by applying model-
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tuning to accomplish optimal accuracy for predicting the failures in a cloud system. In [11], the 
author studied the influence of features linked to the accessibility of distributed storage systems for 
the google cluster dataset. Their study shows that disk failure can affect eternal data loss, but a 
significant failure in the cloud data center is a transitory node failure. They developed a model based 
on Markov chains which describe historical and upcoming accessibility of resources. In [12], the 
author proposes a new algorithm called HORA. This algorithm predicts both software and hardware 
failures based on Bayesian networks. However, such learning requires a large amount of data with 
Bayesian networks. Such knowledge requires a large amount of data with Bayesian networks.  

While in [13], the authors proposed a technique called HPC logs which uses LSTM for 
efficient prediction, and the three-phase Deep Learning technique is used. Firstly, logs are trained, 
and then chain recognition of events is also introduced, and during the last stage, lead time is 
predicted during the test, but on the other hand, LSTM takes a huge time to prepare and requires 
additional memory to train. In [14] RNN model is proposed for the failure prediction of hard drives. 
The SMART dataset is used in the study. RNN cannot handle long-term dependency, so that’s why 
it is not suitable for these kinds of predictions. The authors used a collective classifier in [15] to 
predict hard drive failure in a cloud environment. They use data from two sources to perform their 
research study. They used to concentrate on failures of hard disks in the cloud environment in their 
studies, but business infrastructure relies on other modules, not only a hard disk.  

In [16], the author studied the failure analysis of VM and PM, which are hosted commercial 
data centres. The author found out that the failure patterns of both these are different. The failure 
of VM is lower than that of PM. By increasing the computational complexity of VMs, their failure 
rate cannot improve. LSTM for job failure prediction is also used in [17][18]. In [19] authors 
proposed failure based on SVM and Random Forest. RF is used for a sequence of operations, and 
SVM is used for classification purposes in the study. While in [20], the author proposes a forecasting 
approach based on GARCH and ARIMA, which predicts the time between failures and response 
time. In this study, various features like memory, Disk, I/O time to organize failed disks, and good 
disks are extracted. HSMM, in general, cannot lever a classification of data or very high-dimensional 
data.  

Authors in [21] proposed a unique algorithm and predicted failures in the hard drives called 
(MI-NB) which uses Naïve Bayes as a classifier. The author compares the performance of his model 
with SVM, but SVM is computationally expensive. While in [22], [23], the author proposes Arima 
mode and fault tree analysis for prediction purposes. The framework alerts the cluster resource if a 
failure is going to happen in the computing environment, and appropriate actions are considered.  

However, plenty of proposed cloud failure prediction methods for dealing with and 
diminishing the consequences of failures in a cloud environment. There is a critical need to efficiently 
recognize one of the finest models for future job failure patterns. Thus, we performed comparison-
based testing for higher prediction accuracy by applying machine learning algorithms to evaluate the 
outcome for optimal accuracy and effective results. 
Methodology 

There are several steps in the machine learning process. Firstly, the data preprocessing step 
removes noise from the dataset, and all the outliers are removed. To build a reliable and fault-tolerant 
system, it is necessary to do preprocessing on collected data.  Secondly, a feature selection technique 
is applied in which we select features based on the feature selection technique. Optimal feature 
selection is necessary for a machine learning model to perform well, and a chi-square technique is 
used to select relevant features in our model. We aim to pick features that are highly responsive to 
the response.  When two features are independent, the perceived count is close to the predicted 
count, and the chi-square value is smaller. 

On the other hand, a high chi-square value specifies that the hypothesis of individuality is 
incorrect. Therefore, we don’t need all the features for our model. It may overfit or underfit our 
model. Thirdly, we build our model to train for job failure predictions. Lastly, we have a prediction 
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stage where all the prediction takes place. Therefore, we use two machine learning algorithms for 
job failure prediction discussed below in detail. Figure 1. shows the overview of the process 
evaluation used for our ML models. 

 
Figure 1. Overview of process evaluation 

In our process evaluation, we build our dataset by pre-processing and then load the traces by 
selecting relevant features that help in Machine Learning Model. We developed a precise Machine 
Learning model for predicting cloud job failures in the model-building stage. Lastly, our proposed 
work compared two different Machine Learning Algorithms that apply to the dataset and then 
concluded which Algorithm is the most accurate and found the best classifier or Machine Learning 
Algorithm in which prediction accuracy increased as compared to the literature view. 
Dataset Overview 

For experimentation purposes, we use the Bit brains dataset, which contains traces of 1750 
VMs. Bit brains have features like Timestamps, CPU cores, CPU capacity, memory usage, and Disk 
read throughput. The data is collected in two-time intervals, one in 2017 and the second one in 2019. 
In our dataset, we have one target class holding each job's status. Like 0 for failure, 1 for completion, 
and 5 for a partially completed job.   
Data Pre-processing 

The first step is data preprocessing. In this step, noise is removed from the dataset, and all 
the outliers are removed. To build a reliable and fault-tolerant system, it is necessary to do processing 
on collected data. Collected data is not clean and contains outliers, so the preprocessing step is 
mandatory in data preparation. Our collected data contains additional pointless information and 
corrupt data. We need only usable and consistent data that is helpful in our model for predicting 
failures. After cleaning, traces of 1378 VMs are used in our model. Our prediction model uses 
additional features for prediction performance: 

1. CPU Cores are individual processing units in a computer system. Today our computers 
have multiple cores. It is evident from the research that the job or task which contains 
more CPU cores is less likely to fail. 

2. CPU Usage is another important aspect of task or job failure. The job with higher CPU 
usage is more likely to kill or fail. 

3. Scheduling delay is waiting time for each task. It is found that the jobs that cannot finish 
their task have higher scheduling delays. 

4. Task Priority is a priority given to a task based on its completion time. The jobs with the 
highest and lowest priority are more likely to fail than those with middle task priority. 

We preprocess our data and obtain features that are optimal for our experiment. 
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Logistic Regression 
Logistic regression is used for both classification and regression. It is one of the vital 

algorithms in machine learning. Whenever we have a relationship between two variables, then we 
use regression algorithms. In classification problems, it is mainly used for binary classification 
problems. 

Our model uses logistic regression in the job failure prediction method. We specifically used 
logistic regression because our target variable is categorical. In our model status of the Disk are the 
label and target class. Label class contains three target sets, namely 0, 1, and 5. 0 means our job is 
failed, means completed its task, and 5 means the job terminates in the middle. The label class is 
dependent, and it depends upon CPU memory, CPU usage, and CPU cores. These are the features 
that are selected through the feature selection technique. Logistic regression takes the independent 
variable at the x-axis and the dependent variable at the y-axis. In logistic regression sigmoid function 
is used for classification. The sigmoid function puts the value of the dataset in the ranges 0 and 1. 
In the sigmoid function, when the value of the target variable is negative, it assigns a 0 value, and if 
the value is infinity, then it assigns 1. In this way, we obtain a value between 0 and 1. 
K-Nearest Neighbour (KNN) 

KNN is the most important and most used algorithm used in machine learning. KNN works 
based on distance. It calculates the distance between the points. Euclidean distance is mostly used 
in KNN. It is used for classification and regression. KNN assumes that similar things are present 
nearby. The things which have similar characteristics are placed closer to each other.   

In our model, we use KNN to compute the distance between features; features with similar 
distances are placed in the same cluster. In KNN, the value of K is computed using the elbow 
method. We take the k value as 3 in our model; an optimal value of k is necessary to make our model 
appropriate for classification. 
Result and discussion 

Individual metrics like precision, recall, and F-measure is used to assess the machine learning 
model's performance regarding accuracy. The confusion matrix is used to calculate the values of 
these metrics. We calculate values like true-positive, true-negative, false-positive, and false-negative. 
Based on these values, we conclude whether our ML model is performing well or not. A good 
machine learning model should achieve high true and low false positives. 
Table 1. shows the complete Evaluation Metric, where accuracy is the percentage of all the correctly 
identified instances and records in the dataset. Precision is all the positive predicted values of the 
dataset. Recall tells us about the number of positive predicted values among all the positive 
predictions. F-measure is the measure of test accuracy. 

Table 1. Evaluation metric 

Evaluation Metric Equation 

Accuracy (TP + FP) / (FP + TP + FN + TN) 

Precision TP / (FP + TP) 

Recall TP / (TP + FN) 

F-measure (2*P*R) / (P + R)   

We differentiate our ML model from other models. Using the test set, which contains three 
kinds of job failures. Different metrics were computed using the confusion matrix. The accuracy 
achieved by our model logistic regression and KNN is 95% and 99%. It is evident from the results 
that these two algorithms perform well in predicting failures in the cloud infrastructure. Logistic 
regression expresses the relationship between variables of the datasets, and KNN places variables 
near each other based on distance or similarity. Logistic regression and KNN achieve higher 
accuracy, precision, recall, and f-score. Table 2. illustrates the performance evaluation metric of the 
Logistic-Regression algorithm. 
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TABLE 2. CLASSIFICATION REPORT OF THE LOGISTIC REGRESSION ALGORITHM 

Classes Precision Recall F1-score 

0 0.81 0.11 0.20 

1 0.97 0.97 0.97 

5 0.85 0.90 0.88 

Accuracy   0.95 

It is evident from the classification report that the accuracy achieved by logistic regression 
is 95%. In the dataset, 1 means the job is completed, 5 means the job terminates in the middle, and 
0 means the job failed. 85% precision is achieved on 5 and 97% on 1. Table 3. shows the 
performance evaluation metric of the KNN algorithm.  

TABLE 3. CLASSIFICATION REPORT OF KNN ALGORITHM 

Classes Precision Recall F1-score 

0 0.92 0.83 0.87 

1 0.99 1.0 0.99 

5 0.98 0.96 0.97 

Accuracy   0.99 

It is evident from the classification report that the KNN achieves an accuracy of 99% with 
very high precision in both classes 1 and 5. It predicts accurately. 

 
Figure 2.  Accuracy of KNN and logistic regression algorithm 

Figure 2. shows an accuracy graph of all two algorithms which are evaluated, including 
accuracy, precision, recall, and f-measure. KNN and Logistic-Regression perform well in predicting 
job failures. 

Figure 3. shows the complete performance evaluation metric of KNN and the Logistic-
Regression algorithm. It is evident from the graph that the precision, recall, and f-score of KNN 
and Logistic Regression are high. Therefore, we conclude from our results that the KNN and 
Logistic Regression is a suitable algorithms for job failure prediction.  

The studies related to failure prediction in a cloud environment using machine learning are 
shown in Table 4. When a table is examined, it is determined that the different machine learning 
algorithms are used for this purpose. Various datasets are used for this purpose. The use of these 
datasets is positive for comparing the performance of machine learning algorithms with our research 
work.  
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However, it is indeed that timely and effective fault prediction is perilous. We need to 
comprehend the reasons behind any failure. Some reasons for cloud failure are human mistakes, 
cloud-provider downtime, severe spikes in client requests, third-party facility failures, and storage 
failures. These types of failures may also lead to massive economic losses in a huge cloud system, but 
these losses can be avoided by dealing with the failures confronted by the cloud systems in a real-
time environment. 

Our study shows that machine learning models successfully predict failures in a cloud 
environment. Our work aims to contribute to the research community. The outcome of our research 
work is to examine the importance of analyzing and accurately predicting cloud job failures and 
develop an accurate ML model for failure prediction that gives optimal results in predicting cloud job 
failures. We evaluate the results by comparing them with the previous related work. Our experimental 
results show that using KNN and Logistic Regression increases the detection accuracy of job failures 
by using the feature selection technique. Features are selected verily based on feature selection 
techniques. It can be said that the machine learning model classification contributes positively to the 
classification of failure detection when used with feature selection methods. However, the feature 
selection method does not always give the optimum number of features.  

 
Figure 3. Classification report of KNN and logistic regression algorithms 
TABLE 4. PERFORMANCE COMPARISON WITH PREVIOUS RELATED WORK 

Research Papers Effective Machine 
Learning Algorithm 

Accuracy 

Task Failure Prediction in Cloud Data 
Centres Using Deep Learning [6] 

Bi-LSTM 87% 

Failure prediction using machine learning 
in a virtualized HPC system and 
application [7] 

Support Vector 
Machine (SVM) 

90% 

Task Resource Usage Analysis and Failure 
Prediction in Cloud [8] 

XGBoost 92% 

Predicting Application Failure in Cloud: A 
Machine Learning Approach [13]  

RNN named 
LSTM 

87% 

Failure Analysis Modelling in an 
Infrastructure as a Service (Iaas) 
Environment [12] 

Auto-Regressive-
Moving Average 

(ARMA) 

95% 

Proposed Methodology KNN, Logistic 
Regression 

99% , 95% 

99% 99%
100%

99%

95%

97% 97% 97%
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94%
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Accuracy Precision Recall F-Measure

Classification Report

KNN Logistic Regression
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Conclusion  
Developing new strategies for predicting job failures in a cloud environment is an agile and 

demanding problem. Some of the previously proposed methods are based on machine learning 
techniques, able to adjust to specific circumstances but are unsuccessful in various environments. 
The failure prediction dataset is obtained from the bit brains in our research study. Bit brains dataset 
contains data about the resources used in a cloud environment. The dataset includes statistical 
features like average waiting time and CPU cores. The Chi-square technique is used to select relevant 
features from the dataset. More than 100 thousand records are selected for training purposes. Our 
experimental results show that KNN and Logistic Regression give optimal results with an accuracy 
of 99% and 95%, respectively Our results show that our machine learning model successfully predicts 
job failures in a cloud environment and gives the highest prediction accuracy and precision-recall rate 
as compared to previous related work. Therefore, we conclude from our results that the KNN and 
Logistic Regression is a suitable algorithms for job failure prediction in a cloud infrastructure. In the 
future, we intend to examine enormous publicly accessible cloud datasets by applying multiple 
Machine Learning strategies or techniques and comparing them to get a more precise prediction 
accuracy. 
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