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rtificial intelligence (AI) refers to a collection of techniques that are being developed 
to address a wide variety of practical problems. Machine learning (ML) is the backbone 
of artificial intelligence (AI), comprising a suite of algorithms and techniques designed 

to solve the issues of categorization, clustering, and prediction. There are bright prospects for 
putting AI and ML to use in the real world. As a result, there is a lot of study being done in 
this field. However, mainstream adoption of AI in industry and its widespread use in society 
are still in their infancy. For understanding the obstacles involved with mainstream AI 
implementations, both the AI (internal problems) and societal (external problems) viewpoints 
are required. With this in mind, we can determine what has to happen first to get AI technology 
into the hands of industry and the public. This article identifies and discusses some of the 
obstacles to using artificial intelligence in resource-based economies and societies. Publications 
in the field form the basis for the systematic application of AI&ML technology. This 
methodical approach makes it possible to define institutional, human resource, societal, and 
technological constraints. This paper provides a roadmap for future research in artificial 
intelligence and machine learning that will help us overcome current obstacles and broaden 
the range of these technologies' potential uses. 
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Introduction 
Research and development in the area of artificial intelligence (AI) is progressing and 

is the subject of debates among experts. Research in AItakes into account both the theoretical 

foundations of AI systems and their practical implementations across a wide range of societal 

domains. Artificial intelligence approaches include machine learning (ML) algorithms that 

enable the prediction of novel data attributes using previously identified properties in training 

data[1]. Deep learning (DL) is a subfield of machine learning. There has been a rise in study 

of this topic in recent years[2]. The quantity of papers archived in academic libraries provides 

evidence of this. [3]. There are many real-world applications of AI techniques. frequently 

explored in the scientific literature [4][5]. Research in AI, ML, and DL is mostly concentrated 

in the fields of computer science, engineering, and mathematics [6]. 

Computer science encompasses a wide range of topics. Image and signal Processing , 

signal analysis[4] , natural language processing , security , and intelligent software and hardware 

are all examples of intelligent software and hardware. Design are just some of the many areas 

where this study has been put to use. These studies are predicated on AI, ML, and DP methods 

like data clustering [5], data visualization, and others. These methods have been useful in many 

fields besides computer science. AI has been proved beneficial for industries including banking 

[6], finance, and logistics. Most of these studies[7], however, focus on the potential uses of AI. 

We hope to address some of the challenges that have been raised by the widespread adoption 

of AI and ML in the workplace and daily life. A methodical examination of AI and ML allows 

for the detection and evaluation of such challenges. These studies allow us to consider the 

classification of AI and ML technologies, the relationship between AI and ML approaches, 

and the prospective applications of these technologies. 

As demonstrated by resource-based economies[8], systematic analysis of AI and ML 

is important for revealing the issues connected with these domains. The implementation of 

cutting-edge technologies has the potential to dramatically boost the efficiency of economic 

spheres [17,18]. The extraction of minerals is crucial to the regional economies of countries 

that are wealthy in natural resources. However, their actual reserves are quickly dwindling. 

Economic exploitation of various resources of the area (agricultural goods, animal husbandry, 

new mineral deposits, human reserves, etc.) is essential to the sustainable development 

concept. The low adoption rate of modern technology leads to lower productivity, the growth 

of low-value-added businesses, and the stagnation of those with the potential to produce high 

value-added goods and services[9]. 

Only 1% of businesses are considered to be in the high-tech industry, while the share 

of innovative products is only 1.6% [10]. There is a discrepancy between labor productivity in 

different economic sectors. The disparity in agriculture is 12-15 times larger than in nations 

like Australia and Canada, mining is 5-10 times larger, and manufacturing is 2-4 times larger. 

Because of a drop in gross fixed capital creation from 30% of GDP in 2007 to 23.3% in 2016,  

contemporary technology adoption[11], development, and depreciation, as well as the 

technological sophistication of fixed assets, act as brakes on productivity growth. Most exports 

are made up of primary products [12]. 

Artificial intelligence (AI) is, without a question, a powerful tool in this respect. 

Artificial intelligence has a substantial impact on the economy in sectors like healthcare, retail, 

transportation, logistics, automated production, banking, and more[13]. Many nations are 

either formulating or enacting plans to advance AI in their own ways[14]. 
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Quantitative indicators of these shifts, derived using the methodology of and the 

corpus of texts described in [15], show that the percentage of media publications devoted to 

AI is on the rise, reaching as high as 5% of media publications and as high as 1% of media 

publications in Russia. 

Although widespread use of AI has some encouraging potential, doing so will require 

a fresh wave of technological innovation and progress in artificial intelligence and widening 

use of the technology[16]. This study aims to systematize artificial intelligence, addressing both 

the foundational technologies of AI and the barriers to implementing AI in economies across 

all types of resources. 

Classification of ML and AI 

"Perform tasks commonly associated with intelligent beings" [17] is something an AI-

enhanced digital computer or computer-controlled robot can do. Artificial intelligence (AI) 

also includes the software and hardware techniques that attempt to mimic or copy human 

behavior and thought. Artificial intelligence is often classified as either weak AI, strong AI, or 

general AI[18], based on the system's "degree of intelligence" in comparison to a human. 

Today's practical applications make use of weak or soft AI since it may be trained to solve 

specific problems with a satisfactory degree of precision. The study's emphasis is on generally 

applicable AI. Natural Language Processing (NLP), speech synthesis, Machine learning, and 

text, planning, and computer vision, robotics, expert systems are all subfields of AI. [19]. 

Machine learning has been quite helpful in both the academic and professional worlds. 

For instance, we consider the ML application criteria and the possibility of deep learning [20] 

while tackling chemistry-related problems. Different fields have found applications for ML, 

but not limited to the following: Medical imaging, astronomy, computational biology 

agriculture , municipal economy  and industry [21], building , modeling environmental and 

geo-ecological processes, petrographic investigations exploration , and mining are some of the 

fields covered. The usage of ML is widespread, and it is at the forefront of current NLP 

research [22]. 

Methods in machine learning (ML) can be broken down into several categories  based 

on the type of learning involved and the goal of the algorithm, supervised learning (SL) [23], 

unsupervised learning (UL) or cluster analysis, dimensionality reduction (DR), semi-supervised 

learning (SSL), reinforcement learning (RL), and deep learning (DL). When applied to a set of 

unlabeled items, UL techniques automate the process of sorting the objects into distinct 

categories based on their characteristics. Through UL, we are able to see anomalies, 

imbalances, and previously unseen patterns in data. 

Classification and regression problems are addressed by SL techniques. Such issues 

occur if a finite number of uniquely marked items must be distributed across an infinite pool 

of items. The classification problem is realized if the objects are labeled with a finite collection 

of integers (class numbers). Using this set as an example, the classification algorithm will assign 

one of the indicated numbers to the unlabeled objects. Using integer and fractional real values 

to label objects solves the regression recovery problem. For unlabeled items, the algorithm 

chooses a real number based on labeled items. Predictive or information-gap-filling issues are 

addressed here. 

DL Deep Learning approaches tackle the problem of revealing hidden characteristics 

in data arrays by employing neural networks with a large number of hidden layers and networks 

with a unique architecture. The term "transfer learning" (TF) is frequently used while 

discussing DL. "Transfer Knowledge" (TF) implies to "help a learner in one domain by giving 
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them knowledge of a related domain" [24]. Conditional classification of ML models into the 

classical and current categories but it does include some of the most common types of 

traditional SL models: k-NN, logistic regression , decision tree [DT], support vector machines 

[SVM] [25], and feed forward artificial neural networks [ANN]. k-means and Principal 

Component Analysis (PCA) are two examples of the traditional UL models[26]. 

When it comes to artificial intelligence (AI), deep learning is the most rapidly 

expanding field [27]. Deep learning (DL) is a collection of techniques that make use of neural 

networks with multiple hidden layers. The capacity of deep architectures to tackle challenges 

utilizing an end-to-end approach is arguably their greatest strength. This method avoids the 

need for preliminary data processing because a signal or picture vector is used as an input to 

the network and the network autonomously determines the regularities relating the input 

vector to the goal variable. Choosing important features is a time-consuming and tough 

endeavor, but the network does it for you. The research process is substantially facilitated by 

the network's functionality. These benefits, however, only materialize with enough training 

data and the right neural network architecture. 

For sorting data, the many-to-one structure is employed. One example is the text's 

sentiment or tone (sentiment analysis). Not only do individual words and word combinations 

determine the text's tone, which can be stated through a categorical evaluation (neutral, 

negative, positive), but word choice also matters. Named entity recognition is another activity 

that needs to be completed. Named entities include proper names, days of the week and 

months, locations, dates, and so on. The nucleotide sequence is also important in DNA 

analysis [28]since it establishes the value of a gene [29]. 

Transformer models that emerged as a result of the evolution of the RNN concept 

include LSTM, BERT (bidirectional encoder representations from transformers), ELMO, 

GPT (generate pre-trained transformer), and generative adversarial networks are all examples 

of generative adversarial networks. These models have recently acquired prominence due to 

their ability to tackle natural language processing challenges. The complicated regularities in 

the supplied data can be isolated with the help of convolutional neural networks (CNNs), and 

these regularities are independent of their position in the input signal vector. Lines in the 

image, both horizontal and vertical, and other visual cues serve to illustrate them.  

During network training, convolutional filters are created by fine-tuning the weights of the 

neurons representing the filter. 

The convolution procedure keeps the training process's computing complexity under 

control. CNNs have excelled in the realm of image processing. For image classification, the 

LeNet model [30] was the first to use convolutional filters, pooling, and a fully connected 

neural network (FC), and it sparked the creation of this architecture of deep neural networks. 

There are two fully linked layers and four convolutional layers in this network.  

By extending the network size and implementing the maxpool, AlexNet [31] is an 

improvement on the original architecture. There are almost 100 times as many weights in this 

network as there are in LeNet. To guarantee the identification of unusual features, GoogleNet 

employs the so-called inception module, which creates parallel routes for convolutional filters 

of varying sizes. ResNet is a 152-layer network that uses residual modules to address the 

vanishing gradient problem [32]. When applied to the issues of image segmentation (the Unet 

model and identification and recognition ("in one pass") (the Yolo model , convolutional filters 

proved to be a successful tool. 
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Self-attention methods (so-called transformer architecture) have recently been applied 

to CV tasks, resulting in significant gains. Models using this method, such as Florence[33], 

Swin Transfomer V2 , and DINO, have obtained SotA results on certain object classification 

tasks. Graph neural networks (GNNs), a subtype of deep learning algorithms that are 

specifically built to do inference on graph-based data. Convolutional neural networks, which 

are commonly used to process two-dimensional black-and-white and three-dimensional color 

picture data, can be thought of as a graph-structured data generalization of this technique. 

These function well in structural scenarios involving chemicals, physical systems, 

knowledge graphs, social networks, and other applications where the graph structure is clear. 

However, they can also be used efficiently in non-structural circumstances, like as when 

generating a fully-connected "word" graph for text or a scene graph for an image, when graphs 

are implicit and must be generated from the job itself [34]. 

Classifying. 

We can define the potential of AI and ML to proposed categorization of these 

technologies. The proposed categorization of AI and ML tools allows us to determine their 

strengths and weaknesses. RNN and CNN-based DL techniques are undergoing rapid 

innovation right now [35]. Recognition, recommendations , NLP , data processing , tracking 

or monitoring , personalization [36], and learning are just some of the most common 

challenges that these and other technologies are used to. The use of fuzzy logic [37], route sets 

, and possibility conception-based theories  are frequently elaborated in AI applications for 

the interpretation of ambiguous data. However, it is important to examine the potential of AI 

growth from a variety of angles. In addition, the potential applications of AI could constitute 

an early viewpoint [38]. The majority of AI research is done in the sectors of healthcare 

agriculture and academics [39]. It is projected, however, to accelerate the deployment of AI 

techniques in areas such as social applications, the home, and the arts. Industry 4.0 trends, in 

which AI technologies serve as the foundation for the majority of applications, are both a 

cause and a result of the potential given by AI. Based on unsupervised approaches to uncertain 

data , it leads to considerable research and deployment of AI in safety, cyber security, and IoT 

[40]. 

Limitations 

The future of artificial intelligence seems bright. The potential financial benefits of 

applying AI are often regarded as promising. An estimated 200 billion Euros in economic 

damage has been done to the European healthcare system[41][42]. The effect has been linked 

to a reduction in response time and an increase in lives saved. The outcomes of AI application 

in diverse economic sectors are carried out in refs. The mining, processing, and shipping of 

raw materials accounts for around a quarter of  GDP.  

Approximately 75% of all exports are made up of primary goods. Only 1% of 

businesses are considered to be cutting edge, despite the fact that innovative items account for 

1.6% of GDP. As a result, it is expected that the application of AI technology will lead to a 

1.5-2% boost in GDP[43]. However, there are a number of challenges, and resolving them 

would open up new opportunities for the application of AI in manufacturing and spur further 

advances in AI technology. 

The technical and non-engineering communities typically research and consider the 

external AI concerns. These restrictions may be imposed at any tier of AI administration, from 

the central government down to a single bureau. These issues are interconnected, thus the 

solutions will likely be difficult to figure out[44]. Multifaceted difficult challenges include, for 
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example, social restrictions such as ethical, moral, and legal issues, as well as organizational 

constraints such as a lack of an artificial intelligence adoption strategy and a fragile technology 

infrastructure. It is frequently vital for the government to consider such constraints as national 

strategies. The European Union's (EU) Ethics Guidelines for Trustworthy AI is one such plan, 

which encourages governments to foster AI research and development by providing a 

favorable policy climate and adopting national policies for AI applications. Building out 

support systems for AI is a crucial part of putting these plans into action. There are internal 

and social benefits to building this infrastructure as well[45]. 

To begin, it involves data collecting alongside safeguards and cyber protections [46]. 

Furthermore, infrastructure development decisions might be made at the level of a single 

business or academic institution [46]. In a similar vein, the government and each individual 

company both have a role to play in resolving the people issues they face. Lack of competence, 

lack of management buy-in, and a society not sufficiently saturated with the interests and 

realities of AI all contribute to the constraints of the personnel[47]. 

Educating workers about AI's potential applications is a government responsibility that might 

begin in secondary institutions. Incorporating AI components into online training courses 

increases access to low-cost education while also raising educational standards and bolstering 

the job market. While all external constraints must be taken into account, the economic ones 

are particularly weighty. Evidence for this comes from research on the correlation between a 

country's level of economic development and its readiness to implement AI[48] . 

Studies on AI, ML, and DL frequently explore the technical limitations of these 

technologies. In order to collect data in several fields, including medicine, agriculture, and 

others, specialized infrastructures like biobanks are developed[49]. Feature extraction and/or 

dimensionality reduction are frequently used as the foundations for the preliminary 

transformation techniques. There are studies looking into how to speed up the learning 

process and how to make results readily available. The advancement of new fuzzy based 

methodologies has removed the barriers that previously existed in artificial intelligence 

technology[50]. Reduces the degree to which we must speculate about the results. The study's 

authors would like to draw attention to certain important limitations of economy based on 

scarce resources to the wider AI limits. 

Mining and processing the extracted materials accounts for a significant portion of the 

GDP in resource-based economies, as previously mentioned[51]. These methods are founded 

on the imported technology that are commonly used. Because borrowing inventions from 

other countries requires far less effort, these economies do not support the development of 

technology within their own borders. Often, these countries lack the prerequisites (stable ICT 

infrastructure, human resources, and a legislative framework) needed to collect enough data 

to use AI algorithms for development. Existing data are often ignored because they are either 

unavailable, arrive too late or not at all, are not digitized, or lack the granularity necessary to 

inform decisions and spur new developments in the field[52]. 

Therefore, economic benefits gained from the use of the AI should be limited in some 

ways. The impact of AI and ML technologies, , can be greatly amplified by increasing the 

proportion of high-tech output[53]. Progress in using big data and the analytical capability of 

AI is commonly emphasized in the development areas of agriculture, healthcare, and 

education. Therefore, resource-based economies should put a premium on developing these 

areas [54]. 
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The current technology presents a substantial barrier to the widespread adoption of 

AI in the manufacturing and service sectors, notwithstanding the high hopes attached to its 

application. Some inherent difficulties with utilizing AI technologies necessitate careful 

thought and appraisal of the likelihood of overcoming these constraints[55]. 

Producing training data for deep machine learning models. Numerous issues in deep learning 

can't be fixed unless more and better data sets (data set—DS) are collected and analyzed. 

However, the currently prevalent datasets may be insufficient for resolving certain challenges; 

for example, they may only recognize a limited collection of objects. As a result, the data 

scarcity problem in computer vision can be addressed by using synthetic DS generated by 3D 

graphic editors, gaming engines, and surroundings [56]. These DS are particularly useful in the 

training of unmanned vehicles. Synthetic datasets have a wide range of applications. They have 

recently been generated using generative adversarial networks [57]. 

The pace of education must be increased. The transfer learning strategy allows for the 

use of previously trained models to speed up the learning process when the domain and the 

problem are near to the existing solutions. This means that one or more layers can be added 

to a neural network that has already been trained on a huge dataset[58]. At the end of training, 

a smaller, more specific data set is used to fine-tune the additional layers. All other layers are 

treated as "frozen" and their relative weights are fixed. The initial trained network is thought 

to remember the fundamental patterns that are specific to a given data set (faces, landscapes, 

speech, etc.), and subsequent layers zero in on the specifics of that data set. By utilizing transfer 

learning, not only is the learning process sped up, but the hardware requirements are also 

lowered. Due to the rapid advancement of machine learning, artificial intelligence (AI) has 

recently seen tremendous success[59]. 

However, a "black box" approach to education is not without its dangers. Non-linear 

classification and especially deep learning models lack transparency, making it difficult to 

comprehend how the model made a given conclusion, in contrast to some traditional machine 

learning methods like decision trees. This is a major issue that prevents AI from being widely 

used in healthcare, finance, and other fields[60]. 

As the "black box" that it is, a complicated machine learning model obscures the 

underlying logic behind its outputs. The "black box" can be made "white" or "grey" by 

employing techniques that allow for the evaluation of the impact of input parameters on the 

output[61]. Model type, data type, explanation scope, and explanation aim are the four 

categories of explanation strategies used today. In many cases, it is preferable to have an 

interpreter who is unattached to the machine learning model; that is, the interpreter should be 

agnostic and provide both local and global interpretations[62]. Some of these issues have been 

addressed by recently developed techniques such as interpretable model-agnostic (LIME) and 

SHapley Additive exPlanations (SHAP). However, in case of elaborate models with strong 

property correlation, their implementation can be challenging due to the linear character of 

the interpretation (LIME) and the high complexity of the calculations (SHAP)[63]. 

Furthermore, if the parameters are well-defined, their effects can be understood, both 

individually and in combination[64]. Otherwise, parameters that lack semantic clarity would 

render such an interpretation meaningless [65] [66]. To fully integrate AI&ML into the 

economy, these challenges must be addressed;  

There has been an uptick in publication volume, which indicates that researchers are working 

hard to address the shortcomings of existing AI systems[67] [68] [69]. 
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Conclusions: 

Deep learning and artificial intelligence study is expanding the most quickly. Practical 

implementations of previously proposed networks and new findings arise on a near-daily basis. 

Networks for recognizing text, voice, and handwriting, transforming and styling images, and 

processing time sequences are all part of this broad field of study and practical application. 

However, there are obstacles to applying AI&ML, both in terms of the technologies 

themselves and in a socioeconomic environment that may not be prepared for the rapid 

changes. The purpose of this research is to start standardizing AI's several subfields. 

Furthermore, we classified the barriers to implementing AI technology, particularly in 

resource-based economies. The application of AI&ML techniques is hampered by both 

technical limitations inherent in the technology and external factors such as the structure of 

an organization's operations and data collection, as well as psychological issues related to an 

inability to comprehend the workings of machine learning models. 

The scientific community is attempting to enhance AI models, accelerate learning, and 

overcome other technological limitations, such as a shortage of data for deep learning. As seen 

by the increasing volume of scholarly papers, scholars are becoming increasingly busy. Some 

technological concerns are expected to be rectified in the near future. Techniques for 

collecting data sets, explaining the findings of machine learning systems, and speeding up the 

learning process are all well-established and widely used in various contexts. However, for the 

great majority of AI applications, we still require solutions to the difficulties highlighted. These 

characteristics are especially important in industries where widespread AI adoption could have 

far-reaching economic and social effects. The integration of remote sensing and machine 

learning technology could benefit soil quality, salinity, and agricultural output. Future research 

should focus on collecting and making large data sets widely accessible, implementing existing 

technologies, and providing solutions to actual issues in industries such as mining, 

transportation, trade, banking, healthcare, and so on. 
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