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A brain tumor is defined by the uncontrolled proliferation of brain 
tissue cells, defying the typical cellular regulation mechanisms 
governing growth. The most significant challenge associated with 
brain tumors lies in their timely diagnosis and accurate stage 
determination. Accurate detection of tumors from MRI scans can 
not only assist doctors in their examination but also provide crucial 
information for appropriate and timely treatment decisions. In this 
paper, a comprehensive analysis is presented based on comparisons 
between state-of-the-art dimensionality reduction and classification 
algorithms. We used a dataset containing brain MRI scans, including 
both tumor and non-tumor cases, which was split into training and 
testing sets. After preprocessing the data, we implemented four 
feature extraction algorithms to obtain different sets of features. 
Consequently, these sets of features were used to train five classifiers 
to analyze the accuracy. Based on these results, optimal feature 
extraction and brain tumor classification technique is selected. The 
results indicate that the Linear Discriminant Analysis (LDA) 
technique extracted highly informative features, leading to an 
impressive accuracy of 92.84%. This highlights the effectiveness of 
LDA in significantly enhancing the performance of the brain tumor 
classification process, making it the prime choice for feature 
extraction that aligns seamlessly with the research's intuition. It has 
higher accuracy with all the classifiers. 
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Introduction: 
A brain tumor represents an unusual proliferation of cells within the brain, with the 

potential to be either cancerous (malignant) or non-cancerous (benign). These tumors can 
originate from various cell types in the brain and can impact a person's well-being, contingent 
upon their location, size, and characteristics. Malignant brain tumors are generally more 
aggressive, with the capacity to metastasize to other regions of the brain or the central nervous 
system. Conversely, benign brain tumors, although not inclined to spread, can still cause health 
issues if they increase in size and exert pressure on the surrounding brain tissue. Gliomas, for 
instance, result from the uncontrolled growth of glial cells that support nerves and the nervous 
system's function. Gliomas are generally malignant, although some may exhibit slow growth [3]. 
In 2020, primary brain cancer was the leading cause of death for 251,329 individuals [4]. The 
main issue contributing to this mortality rate is the late detection and classification of cancer [5]. 
In this research, we aimed to identify the most suitable method for efficiently classifying the 
tumor from MRI scans. In order to accomplish this, a combination of data pre-processing 
techniques was employed, which was subsequently followed by data transformation. However, 
we encountered certain challenges with data transformation, including dealing with a large 
dataset and irrelevant features. To address these issues, we employed a strategy known as feature 
extraction, which modifies the original data space to create new features.  The main aim of these 
novel features was to enhance the distinction between various tumor categories and depict the 
issue in reduced-dimensional spaces.  The experimental findings suggest improved classifier 
performance following feature extraction, particularly for datasets with a high dimensionality. 

In this study, four dimensionality reduction algorithms—Principal Component Analysis 
(PCA), Independent Component Analysis (ICA), Linear Discriminant Analysis (LDA), and 
Factor Analysis (FA)—are implemented. However, LDA is not included in the feature extraction 
process since it autonomously selects features based on its underlying model, without requiring 
a predefined number of features. Instead, sets of 50, 100, 200, 250, and 300 features are extracted 
from the data using PCA, ICA, and FA. Furthermore, to evaluate the effectiveness of the 
extracted features, various state-of-the-art classifiers, including Logistic Regression (LR), 
Gaussian Naive Bayes (GNB), Support Vector Machine (SVM), K Nearest Neighbor (KNN), 
and Decision Tree (DT) are trained on each set of 50, 100, 200, 250, and 300 features. 
Objectives: 

This is a comparative study with the primary objective of identifying the optimal feature 
extraction technique capable of yielding features that achieve a classification accuracy of 90% or 
higher for tumor classification.  
Novelty Statement: 

The key contribution of this research lies in conducting a comprehensive analysis to 
identify the optimal feature extraction technique. Several experiments were conducted, and it is 
observed that all feature extraction techniques demonstrated robust performance when paired 
with specific classifiers. However, the effectiveness of each feature extraction method varies 
depending on the chosen classifier. For instance, PCA exhibited excellent performance when 
used with SVM, whereas it yielded the poorest results when paired with GNB. Our findings 
demonstrated that LDA consistently achieves accuracy levels exceeding 90% when employed 
with various classifiers. This robust performance underscores LDA's suitability for accurate and 
efficient feature extraction in brain tumor classification. We anticipate that both researchers and 
medical practitioners will find our results valuable in their pursuit of highly accurate brain tumor 
classification, encompassing a wide range of tumor types, including Gliomas, Pituitary, 
Meningioma, and Glioblastoma, all attainable within seconds. 

The remainder of the paper is organized as follows: In section 2, the related background 
is briefly described. In section 3, the material and methods are described. Section 4 presents an 
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analysis of experimental results and comparisons. Finally, we conclude with the research 
findings. 
Related Work: 

Charfi et al. [6] conducted a comprehensive assessment of various studies related to 
brain tumor detection and introduced an innovative hybrid approach for analyzing MRI brain 
images. This approach employs discrete wavelet transform for feature extraction, incorporates 
automated thresholding for image segmentation and region of interest identification. 
Subsequently, PCA is employed to reduce the dimensionality of the wavelet coefficients, leading 
to a more efficient and accurate classifier. The method demonstrated a commendable accuracy 
of 90%. 

Ural et al. [7] introduced an innovative approach for brain tumor detection, leveraging 
probabilistic neural networks and advanced image processing techniques. Their method 
involved a sequence of operations, including k-means and fuzzy-mean clustering, thresholding, 
and level segmentation, to isolate the tumor region within the brain images. Subsequently, the 
utilization of probabilistic neural networks led to an impressive 90% accuracy in brain tumor 
detection. 

Sudharani et al. [8] presented a method for brain tumor detection and the assessment of 
its statistical parameters, which also aids in sensitivity determination and similarity index 
calculation. Their technique involved adjustments to image brightness, image re-sampling, color 
plane extraction for thresholding, and advanced morphological processes for information 
extraction from images. This method achieved an accuracy of 89.2%. 

Sukumar et al. [9] introduced an innovative approach for brain tumor detection using 
MRI images. Their methodology comprised sequential steps, starting with image segmentation 
to identify and isolate the tumor region of interest. Subsequently, they applied PCA for feature 
extraction and employed a SVM as the classifier to distinguish between benign and malignant 
tumors based on the extracted features. Experimental results underscored the superiority of their 
proposed technique in comparison to previous methods for brain tumor detection. This study's 
findings highlight the considerable performance improvement achieved through the 
combination of image segmentation, PCA-based feature extraction, and SVM classification, 
representing a promising advancement in medical image analysis. 

Paul et al. [10] introduced a brain tumor diagnosis method based on brain MRI images. 
They utilized two types of neural networks: a fully connected neural network and a convolutional 
neural network for image classification. To enhance the classification performance, additional 
tests were performed on these two groups by incorporating supplementary information into the 
original 512x512 axis images. Notably, their proposed approach exhibited exceptional accuracy, 
surpassing well-trained neural networks with an impressive accuracy rate of 91.43%. 
Material and Methods: 

An overview of the procedure is described in Figure 1, while the details are expounded 
in the subsequent subsections: 
Data Collection: 

A dataset of brain MRIs, published by Kaggle [1][2], is utilized in this study. A total of 
4082 MRIs, with 2795 images are used for training and 1287 used for testing purposes. The 
dataset is organized into two classes: non-tumorous (0) and tumorous (1), allowing us to perform 
binary classification tasks for brain tumor detection. Figure 2 showcases sample MRI scans 
depicting glioma tumors, which are among the most dangerous types of brain tumors. 
Conversely, Figure 3 displays samples of non-tumor MRI scans. 
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Figure 1. Block diagram of our research methodology. 

 
Figure 2. Samples of brain MRI scans with Glioma tumor. 

Image Pre-processing: 
The dataset contained images of various sizes, necessitating the resizing of all images to 

a standardized dimension of 200x200 pixels. Furthermore, all images were converted to 
grayscale. 
Feature Scaling: 

Feature scaling involves the standardization of independent variables or features within 
the data. Mean normalization, in this context, is a step in which a dataset obtained from the 
previous stage is processed as follows: 

xscal =
x− µ

xmax−xmin
 (1) 

Feature Extraction: 
Feature extraction is the procedure of converting unprocessed data into numerical 

features. These numerical features are derived from the original dataset and can often yield 
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superior results compared to the utilization of raw data in machine learning applications, as 
emphasized in [11]. This research employs various feature extraction techniques, including PCA, 
LDA, FA, ICA, and a combination of PCA and LDA. 

 
Figure 3. Samples of brain MRI scans without tumor. 

Principal Component Analysis: 
PCA [12] is recognized as one of the most potent feature extraction techniques. It 

involves the utilization of eigenvalues from a covariance matrix to identify the corresponding 
eigenvectors. This process begins by extracting the largest variance, which is added as the first 
factor. Subsequently, the variance explained by the first factor is subtracted, allowing for the 
extraction of the highest variance for the second component. This iterative process leads to the 
final factor. PCA  fundamentally converts a matrix with n features into a new dataset with fewer 
than n features by extracting the most essential information from the original features. The steps 
of PCA include: 

Apply equation (2) to standardize the dataset. 

xnew =
x− µ

σ
 (2) 

Calculation of the correlation matrix for both the population and sample using (3) and 
(4) respectively. 

Cov(x, y) =
∑(xi− x̅) × (yi−y̅)

N
  (3) 

Cov(x, y) =
∑(xi− x̅) × (yi−y̅)

(N−1)
 (4) 

Calculation of eigenvalues and eigenvectors for the covariance matrix using (5), (6), and 
(7). 

𝐴𝑣 − 𝜆𝑣 = 0     (5) 

(𝐴 − 𝜆𝐼)𝑣 = 0     (6) 

𝑑𝑒𝑡(𝐴 − 𝜆𝐼)  =  0     (7) 
1. Sorting eigenvalues based on the eigenvectors that they belong to. 
2. Picking k eigenvalues from a matrix of eigenvectors. 
3. Performing a transformation on the original matrix using (8). 

𝑇𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑒𝑑𝐷𝑎𝑡𝑎 = 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑑𝑀𝑎𝑡𝑟𝑖𝑥 × 𝑇𝑜𝑝 𝐾 𝐸𝑣𝑒𝑐𝑡𝑜𝑟𝑠     (8) 
Linear Discriminant Analysis: 

In the realm of machine learning and pattern classification, LDA [13] is an essential 
preprocessing step involves supervised dimensionality reduction. LDA reduce the number of 
dimensions by transferring features from a higher-dimensional space to a lower-dimensional 
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one, effectively eliminating redundant and interdependent features. To obtain linear 
discriminants several sequential steps are executed. 

The first step involves calculating the between-class variance, representing the 
separability between different classes, expressed as: 

𝑆𝑏 = ∑ 𝑁𝑖(�̅�𝑖 − �̅�)(�̅�𝑖 − �̅�)𝑇𝑔

𝑖=1
  (9) 

The second step is dedicated to determining the within-class variance, which quantifies 
the difference between each class's mean and the individual data samples, defined as: 

𝑆𝑤 = ∑ (𝑁𝑖 − 1)𝑆𝑖 = ∑ ∑ (�̅�𝑖,𝑗 − �̅�𝑖)(�̅�𝑖,𝑗 − �̅�𝑖)𝑇𝑁𝑖
𝑗=1

𝑔
𝑖=1

𝑔
𝑖=1       (10) 

The final stage revolves around identifying the lower-dimensional space that maximizes 
the variability among classes while reducing the variance within classes. This is achieved by 
determining P, which represents the projection of the lower-dimensional space : 

𝑃𝑙𝑑𝑎 = 𝑎𝑟𝑔 𝑚𝑎𝑥
𝑝

|𝑃𝑇𝑆𝑏𝑃|

|𝑃𝑇𝑆𝑤𝑃|
    (11) 

Independent Component Analysis: 
ICA [14] is another dimensionality reduction approach. In ICA, data variables in the 

model are linear combinations of latent variables that are not yet identified, referred to as 
independent components, as they exhibit non-Gaussian characteristics and are mutually 
independent. ICA serves two primary purposes: reducing information redundancy and 
increasing non-Gaussianity. It plays a vital role in blind signal separation and finds numerous 
real-world applications. ICA is intricately associated with the search for the fundamental data 
representation. Binary ICA represents a specific variant, where both the sensors and signal 
sources are binary, and the observations consist of disjunctive combinations of independent 
binary sources. The mathematical representation for this is given as: 

𝑋𝑖 = ⋁ (𝑔𝑖𝑗 ⋀ 𝑦𝑗)𝑛
𝑗=1  𝑖 = 1,2,3, … , 𝑚   (12) 

The reduction of eigenvalues in a signal's covariance matrix is essentially a process for 
signal purification. The relevant mathematical equation is as follows: 

�̃� = 𝐸𝐷−1 2⁄ 𝐸𝑇𝑋           (13) 
In this equation, E represents a matrix of eigenvectors, and D is a diagonal matrix of 

eigenvalues. The steps involved in ICA are as follows: 
1. Centering the data by subtracting the mean. 
2. Applying whitening to the centered data using the mentioned technique. 
3. Initializing the matrix w with random values. 
4. Calculate the updated value of w. 
5. Normalizing the updated value of w. 
6. Returning to step 4 if the algorithm is not yet converged.   

Factor Analysis: 
FA [15] serves the purpose of reducing a large number of variables into a smaller, more 

manageable set. It can be utilized in various tasks, including linear projection and matrix 
factorization. By condensing the original variables into a reduced set referred to as factors, FA, 
a linear modeling technique, seeks to capture the common variability among observed and 
interconnected variables. In FA, a latent variable referred to as a factor explains the correlations 
among observable variables. Each factor represents a distinct source of variation in the observed 
variables. The process of factor analysis typically involves the following steps: 

1. Checking the factorability of the data. 
2. Determining the appropriate number of factors to retain. 
3. Interpreting and understanding the meaning of the identified factors. 
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Training Classifiers: 
A classifier is an algorithm designed to automatically categorize data into one or more 

predefined sets of categories. Machine learning encompasses a variety of classifiers, and in this 
research, the following classifiers are utilized, each with its respective description: 
Logistic Regression: 

Logistic regression, a classifier [16], is among the most commonly used machine learning 
algorithms in the category of supervised learning. It is employed for predicting a categorical 
dependent variable based on a given set of independent variables. Logistic regression is 
particularly useful when the objective is to forecast outcomes for a categorical dependent 
variable. The expression for logistic regression is as follows: 

𝑙𝑜𝑔 (
𝑝(𝑥)

1−𝑝(𝑥)
) = 𝛽0 + 𝛽1𝑥  (14) 

Gaussian Naive Bays: 
Naive Bayes is a probabilistic machine learning approach widely applied in various 

classification tasks, built upon the foundation of Bayes' theorem [17]. An extension of Naive 
Bayes known as Gaussian Naive Bayes is employed, with the Gaussian (or normal) distribution 
being the simplest to implement. In this approach, other functions are used to estimate data 
distribution, necessitating the identification of mean and standard deviation values from the 
training data. The formula for the GNB algorithm is as follows: 

𝑃(𝑋|𝑌 = 𝑐) =
1

√2𝜋𝜎𝑐
2

𝑒
−(𝑥−µ𝑐)2

2𝜎𝑐
2

  (15) 

Support Vector Machine: 
SVM, a supervised machine learning method [18], is employed for both classification 

and regression tasks, although it is more commonly associated with classification. SVM operates 
by partitioning data points into class attributes using a hyperplane. Each data point in this 
algorithm is represented as a point in n-dimensional space defined by specific coordinate values. 
The classification task involves identifying the hyperplane that effectively separates and 
distinguishes between two classes. The formulation of the Lagrange SVM is expressed as: 

𝐿𝑝 =
1

2
||𝑤||2 − ∑ 𝑎𝑖𝑦𝑖(𝑤𝑇𝑛

𝑖=1 𝑥𝑖 + 𝑏) + ∑ 𝑎𝑖          , 𝑎1 ≥ 0𝑛
𝑖=1    (16) 

K Nearest Neighbor: 
KNN, a widely adopted supervised machine learning approach for classification tasks 

[19], classifies data points based on the categorization of their nearest neighbors. The algorithm 
uses a similarity index computed from previously classified instances to determine the category 
of a new case. In essence, the method assesses an unknown item by examining the k closest 
neighbors that share similar characteristics based on the attributes used to describe the items. 
The neighbors' votes are then used to determine the classification. The mathematical 
formulation of KNN is as follows: 

𝑑(𝑥, 𝑦) = √∑ (𝑥𝑖 + 𝑦𝑖)2𝑛
𝑖=1             (17) 

Decision Tree: 
DT is utilized for both classification and regression tasks [20]. In classification, it is 

structured as tree-like models with discrete values for the target variable. DT employ diverse 
criteria to determine whether a node should be split into two or more sub-nodes. The creation 
of additional sub-nodes leads to an increase in their homogeneity or purity, with a focus on the 
desired parameter. In the context of binary classification, where there are two classes in the 
output, the first step involves calculating the probability of each class in the output (P(y+) and 
P(y-)), followed by: 

𝐸(𝑆) = − ∑ 𝑝𝑖 𝑙𝑜𝑔2(𝑝𝑖)
𝑐
𝑖=1    (18) 

Evaluation Metrics: 
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In evaluating the performance of the model, four parameters are employed, namely 
accuracy , precision , sensitivity , and Dice. Accuracy is the most commonly used metric for 
assessing binary classification problems [21]. It is calculated as the percentage of correct 
predictions out of the total outcomes and can be computed as (19). Precision, on the other hand, 
quantifies how precise the classifier is in detecting true positive results and is given as (20). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝐴𝐶𝐶) =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (19) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃𝑅) =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (20) 

Sensitivity, as defined in (21), represents the rate of positive predictions. The F1 score, 
expressed as (22), is a weighted harmonic average of precision and recall, with values ranging 
between 0 and 1. 

𝑆𝑒𝑛𝑠𝑡𝑖𝑣𝑖𝑡𝑦 (𝑆𝐸𝑁) =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (21) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 (𝐷𝐼𝐶𝐸) =  
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
 (22) 

Experiments and Results: 
In this study, several experiments are performed on brain MRI scans, and the obtained 

results are thoroughly analyzed. The primary aim of these analyses is to identify the optimal 
feature extraction and classification techniques for accurately detecting brain tumors from MRI 
images.  
Performance Evaluation of Feature Extraction Methods: 

 After conducting experiments involving various feature extraction techniques in 
combination with different classifiers, it became evident that the performance of these 
techniques varies depending on the choice of classifier, resulting in different accuracy levels. 
Notably, in our experimental evaluation, we observed that PCA, ICA, and FA, when used with 
their default feature counts, did not yield satisfactory performance. To address this issue, we 
decided to apply PCA, FA, and ICA with different feature counts: 50, 100, 200, 250, and 300. 
Subsequently, we subjected all the classifiers to evaluation using the aforementioned sets of 
extracted features. The results of these evaluations are detailed below, and they serve as the basis 
for selecting the optimal feature extraction technique. 
Results Comparison by Utilizing PCA: 

The evaluation results are summarized in Table 1, revealing that the SVM and KNN 
classifiers delivered satisfactory performance. However, it's worth noting that as the number of 
features increased, the accuracy of SVM and KNN exhibited a declining trend, as depicted in 
Figure 4 (a). In contrast, logistic regression demonstrated an increase in accuracy with the 
growing number of features. It's important to highlight that not all classifiers were able to meet 
our anticipated accuracy criteria, as illustrated in Figure 4 (b). 

Table 1. Accuracy (%) comparison of classifiers using PCA. 

S. No. Classifier PCA 50 PCA 100 PCA 200 PCA 250 PCA 300 

1. LR 78.00 81.00 84.00 86.00 89.00 
2. GNB 69.00 65.00 66.00 66.00 67.00 
3. SVM 91.00 95.00 94.00 93.70 93.90 
4. KNN 90.52 90.80 88.90 88.70 87.60 
5. DT 77.82 77.60 78.30 78.35 79.40 

Results Comparison by Utilizing FA: 
The utilization of FA with varying feature counts consistently resulted in favorable accuracy 
levels, particularly when applied in conjunction with SVM and KNN classifiers, as depicted in 
Figure 5 (a). It has the same issue, LR and GNB did not perform well in this scenario. Only 
SVM and KNN achieved the expected accuracy as shown in Figure 5 (b). The overall results 
comparison with FA is depicted in Table 2. 
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(a) 

 
(b) 

Figure 4. (a) Comparison between accuracy and number of extracted features using PCA and 
(b) accuracy comparison with the different classifiers using PCA. 

Table 2. Accuracy (%) comparison of classifiers using FA. 

S. No. Classifier FA 50 FA 100 FA 200 FA 250 FA 300 

1. LR 80.00 80.80 84.00 85.00 87.60 
2. GNB 68.80 64.70 62.00 63.00 64.90 
3. SVM 94.00 94.00 93.00 93.90 93.70 
4. KNN 92.00 88.19 83.50 79.70 78.50 
5. DT 77.60 79.70 79.00 78.35 82.60 

Results Comparison by Utilizing ICA: 
ICA was employed with varying feature counts, and the associated results have been 

summarized in Table 3. However, it's worth noting that ICA did not outperform PCA, FA, and 
LDA in terms of achieving better results. Only the KNN classifier showed relatively good results 
with ICA, but its performance also exhibited a decline as the number of features increased, as 
indicated in Figure 6 (a). On the other hand, none of the other classifiers managed to attain 
satisfactory results, consistently falling short of the expected performance, as visualized in Figure 
6 (b). 

 

 

(a) (b) 
Figure 5. (a) Comparison between accuracy and number of extracted features using FA and 

(b) accuracy comparison with the different classifiers using FA. 
Table 3. Accuracy (%) comparison of classifiers using ICA. 

S. No. Classifier ICA 50 ICA 100 ICA 200 ICA 250 ICA 300 

1. LR 58.60 58.60 58.60 58.60 58.60 
2. GNB 80.80 82.00 85.80 86.50 86.90 
3. SVM 58.60 58.60 58.60 58.60 58.60 
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4. KNN 92.40 87.60 80.32 78.89 76.90 
5. DT 81.50 73.35 73.52 76.57 72.80 

Results Comparison by Utilizing LDA: 
LDA is used with the default number of features. It uses different formulas to extract 

features. When using LDA with default features, all classifiers achieve the expected accuracy, as 
shown in Figure 7. Furthermore, there is a minimal difference observed among the accuracies 
of the classifiers This demonstrates that it is an effective feature extraction technique capable of 
yielding improved results with any of the classifiers. The corresponding results are also shown 
in Table 4. 

 

 

(a) (b) 
Figure 6. (a) Comparison between accuracy and number of extracted features using ICA and 

(b) Accuracy comparison with the different classifiers using ICA. 
𝑁𝑜 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 = 𝑀𝑖𝑛 (𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠𝑒𝑠 − 1, 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠)          (23) 

Table 4. Accuracy (%) comparison of classifiers using LDA.  
LR GNB SVM KNN DT 

LDA 92.84 92.84 89.80 92.17 92.13 

 
Figure 7. Accuracy comparison with the different classifiers using LDA. 

Results Comparison by Utilizing Combined PCA and LDA: 
In this approach, both PCA and LDA are combined, wherein PCA is applied with 

varying numbers of features, while LDA retains its default feature selection. This technique 
yielded the highest accuracy of 88.01%, with minimal variations among the accuracies of other 
classifiers, as indicated in Table 5. As presented in Figure 8 (a), the accuracy improved as the 
number of features increased. However, based on the results displayed in Figure 8 (b), it is 
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noteworthy that LDA alone provides higher accuracy compared to the combined PCA and LDA 
approach. Therefore, LDA is considered the optimal choice for these classification tasks. 

Table 5. Accuracy (%) comparison of classifiers combined PCA and LDA. 

S. No. Classifier PCA (50) 
LDA 

PCA (100) 
LDA 

PCA (200) 
LDA 

PCA (250) 
LDA 

PCA (300) 
LDA 

1. LR 78.53 79.79 83.01 85.33 88.01 
2. GNB 76.92 79.43 83.54 85.15 87.84 
3. SVM 80.50 81.04 82.83 85.87 87.48 
4.  KNN 79.07 81.40 80.50 86.58 86.23 
5. DT 80.50 80.86 81.22 85.87 86.58 

 

 

(a) (b) 
Figure 8. (a) Comparison between accuracy and number of extracted features using PCA 

combined LDA and (b) Accuracy comparison with the different classifiers using PCA 
combined LDA. 

Table 6. Evaluation results of various classifiers with an optimal feature extraction technique 
LDA. 

  Class 0 Class 1 

Sr. 
No. 

Classifier ACC 
(%) 

PR 
(%) 

SEN 
(%) 

DICE 
(%) 

ACC 
(%) 

PR 
(%) 

SEN 
(%) 

DICE 
(%) 

1. LR 92.84 96.33 91.67 93.00 92.84 88.21 94.89 90.90 
2. GNB 92.84 96.23 91.00 93.00 92.84 88.00 95.51 91.99 
3. SVM 89.80 96.15 84.69 90.31 89.80 81.21 95.82 88.00 
4. KNN 92.67 96.00 90.10 93.00 92.67 88.73 94.89 91.00 
5. DT 92.13 96.21 91.00 93.31` 92.13 99.00 93.98 90.00 

Discussion: 
The results of the study demonstrate that LDA is the most effective feature extraction 

technique, consistently yielding high-accuracy results in the classification of brain tumors, 
covering a diverse spectrum of tumor types such as Gliomas, Pituitary, Meningioma, and 
Glioblastoma. Glioma tumors are a group of primary brain tumors that originate from glial cells, 
which provide support and protection for neurons in the central nervous system. Gliomas are 
classified into various types and grades including low-grade (Grade I and II) and high-grade 
(Grade III and IV) based on their histological features and behavior. Pituitary tumors, also 
known as pituitary adenomas, are tumors that develop in the pituitary gland, a small gland 
located at the base of the brain. These tumors can vary in terms of their size, hormone secretion, 
and clinical features. Meningioma is a type of primary brain tumor that originates from the 



                                 International Journal of Innovations in Science & Technology 

Nov 2023|Vol 5 |Issue 4                                                                                  Page |573 

meninges, which are the protective membranes that surround the brain and spinal cord. 
Meningiomas are typically slow-growing and benign, but they can occasionally be malignant. 
Glioblastoma is the most invasive glial tumor because it grows rapidly and can damage other 
tissues due to poor prognosis. 

 The MRIs employed in this study were gathered as segments or sections from various 
sources of datasets. These chunks were based on both cancerous and non-cancerous images. A 
total of 4082 MRIs, with 2795 images are used for training and 1287 used for testing purposes. 
We standardized the image resolution by resizing all images to 200 by 200 pixels. Each image in 
the dataset is typically associated with one label.  These labels denote the specific tumor type 
present (e.g., glioblastoma, meningioma, pituitary tumor, glioma tumor), or the absence of a 
tumor (i.e., normal brain images). It's worth noting that patient age and gender-related 
information is not available in the metadata utilized for our research. 

We compared our proposed feature selection technique with state-of-the-art feature 
selection techniques including PCA, ICA, FA, Combined PCA-LDA. Furthermore, we not only 
obtained a varying number of features through extraction but also subjected these features to 
analysis by five different classifiers in order to assess the classification results. The evaluation 
results indicate that the proposed LDA technique extracted highly informative features, leading 
to an impressive accuracy of 92.84%.   

Our evaluation of the proposed technique focused exclusively on MRI scans, without 
considering other imaging modalities such as ultrasound, X-rays, or CT scans. We employed a 
set of five well-established classifiers, including logistic regression, support vector machine, 
decision trees, Gaussian Naive Bayes, and K Nearest Neighbor, for the classification process. 
The study concentrated on the classification of four specific tumor types: Gliomas, Pituitary 
tumors, Meningioma, and Glioblastoma.  

In real world, brain tumor classifiers are implemented in various healthcare settings, 
including hospitals, cancer centers, and telemedicine applications, where they assist radiologists 
and clinicians in diagnosing and managing brain tumors, ultimately improving patient care and 
treatment planning. They are also used in clinical trials, educational platforms, and resource-
limited areas to enhance diagnostic accuracy. Additionally, these classifiers are integrated into 
radiology software, medical imaging workstations, and teleradiology services, while research 
institutions, startups, and government health initiatives utilize them for research, development, 
and healthcare system improvement.  

Looking ahead, this technique shows potential for more extensive applications, 
encompassing the classification of diverse types of cancer, including lung, breast, and liver 
cancer. This approach is expected to yield improved results across these diverse datasets, 
potentially leading to earlier cancer diagnoses. Additionally, exploring the integration of LDA as 
a feature extraction method in conjunction with other classifiers like convolutional neural 
networks and Bayesian quadratic classifiers on brain MRI datasets could be a valuable avenue 
for investigation and evaluation. Furthermore, it may be worthwhile to explore alternative 
feature extraction techniques, such as local binary patterns and log Gabor algorithms. To 
enhance the accuracy of this technique in future research, additional preprocessing steps on the 
dataset can also be considered. 
Conclusion: 

The objective of the study was to identify the most effective feature selection technique. 
To accomplish this, several experiments were conducted using the Glioma tumor dataset 
sourced from Kaggle. To improve the performance, we extracted several feature counts, 
including 50, 100, 200, 250, and 300, and employed state-of-the-art classifiers. Unfortunately, 
the results of the comparisons did not meet our expectations. However, the breakthrough came 
when we employed LDA for feature extraction.  All the classifiers exhibited exceptional 
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performance and consistently achieved accuracy levels exceeding 90%, making them 
indisputable frontrunners in this competition. Thus, we propose LDA as an optimal feature 
selection technique for brain MRI classification. 
Ethics approval and consent to participate: 

Formal consent is not required in this type of study. 
Availability of dataset and materials: 

The data supporting the findings of the article is available at 
https://www.kaggle.com/dsv/2645886 and https://www.kaggle.com/dsv/1183165 [1][2]. 
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