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Introduction/Importance of Study: 
Cryptocurrency price prediction is crucial for investors and researchers, given the 

market's nonlinear nature and the potential for significant financial implications.  
Novelty:  

This study offers a novel approach to cryptocurrency price prediction, leveraging a range 
of machine learning and deep learning models to address the challenges of predicting Bitcoin's 
exchange rate.  
Materials & Methods:  

The study employs various machine learning and deep learning models, including 
Recurrent Neural Networks (RNNs) such as Long Short-Term Memory (LSTM) and Gated 
Recurrent Unit (GRU), along with traditional models like Linear Regressor, Random Regressor, 
ExtraTreesClassifier, XGBoost Regressor, ARIMA, Prophet, and CNN.  
Results & Discussion:  

The ExtraTreesClassifier model emerged as the top performer, achieving a Test MAPE 
of 0.0689. This model outperformed deep learning models like RNNs, indicating its 
effectiveness in cryptocurrency price prediction.  
Conclusion:  

The findings suggest that the proposed models, particularly the ExtraTreesClassifier, can 
provide valuable insights for investors and traders in the cryptocurrency market. 
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                                International Journal of Innovations in Science & Technology 

April 2024|Vol 6 | Issue 2                                                                                  Page |397 

1. Introduction 
Bitcoin, a decentralized digital currency created in 2008 under the pseudonym of Satoshi 

Nakamoto, operates independently of financial institutions and governments, utilizing 
encryption for security [1]. Its decentralized nature enables rapid transfer of money around the 
world without reliance on central banks. It has grown in acceptance as a medium of trade and a 
store of value [2]. Despite experiencing fluctuations over the previous ten years, in November 
2021 it exceeded USD 68,000 per coin, and at one point the total current price surpassed USD 
1.2 trillion. However, bitcoin is the world's largest published computing project [3]; that was 
initially acknowledged by some segments of society, is currently recognized by most nations, 
competing with other international currencies [4]. 

However, one issue with Bitcoin as a commodity is its extreme volatility. The standard 
deviation of Bitcoin's daily return rate over the seven years from April 2015 to April 2022 was 
3.85%, which was 2.68 times greater than the standard deviation of gold's return rate over the 
same period and 3.36 times greater than the S&P 500.This volatility raises concerns about 
Bitcoin's suitability as a stable currency for transactions and a reliable store of value. 

In recent studies, Artificial Intelligence (AI) algorithms and strong computer processing 
capacity were used to forecast the price of Bitcoin in the future. The advancements in hardware 
performance in 21st century has propelled machine-learning technology into various domains, 
including financial markets. Machine learning has been applied in many fields, including the 
stock market [5]. Time series and machine learning are the two approaches used in Bitcoin price 
prediction research. Numerous studies [6], and [7] have found that machine learning 
outperforms ARIMA in terms of prediction accuracy.  
 Aggarwal et al. [8] included the price of gold as one of the explanatory factors along the 
bitcoin price. In comparison to CNN and GRU, the LSTM approach has a reduced Root Mean 
Square Error (RMSE) of 47.91 based on the testing data. McNally et al. [6] expanded their 
investigation by including the variable's difficulty and the hash rate of Bitcoin characteristics; 
with the prediction accuracy of 52.78%, LSTM performs better than that of RNN and ARIMA. 
 While macroeconomic factors were not included in a similar experiment, the self-
adaptive LSTM approach in the study still showed promising prediction performance. García-
Medina and Duc Huynh [9] conducted a creative analysis of variables, such as social media and 
the Tesla shares cost, to determine their impact on the price of Bitcoin. Despite initial attention, 
these factors were found to be insufficient in explaining the price fluctuations observed in the 
latter half of 2020. Akyildirim et al. [10] used machine-learning classification algorithms, such as 
Support Vector Machine (SVM), logistic regression models, artificial neural networks, and 
random forest for predicting cryptocurrency returns.  

They found that while the average classification accuracy across these methods was close 

to 50%, SVM consistently produced better and more reliable results compared to other 

classification algorithms like logistic regression and artificial neural networks. 

Objectives: 

• Examining, with an emphasis on the exchange rate of Bitcoin, various machine learning 
and deep learning models for predicting cryptocurrency prices. 

• Evaluation of the degree to which these models can accurately represent the intricate and 
rapidly changing bitcoin markets. 

• Using the model's performance and projections as a basis, offer traders and investors 
recommendations. 

• Contribute to developing the field of study on machine learning applications in finance 
and cryptocurrency price prediction. 

Novelty Statement:  
 Using a wide range of machine learning and deep learning models, including neural 
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network models like LSTM and GRU, as well as conventional models like Linear Regressor, 
Random Regressor, and XGBoost Regressor, ARIMA and many more models, this study offers 
a novel approach to cryptocurrency price prediction. We aim to shed light on the dynamics of 
cryptocurrency markets and providing insights into the market by contrasting and assessing 
these models. 
Methodology 
 Machine learning is a significant field of study closely related to artificial intelligence, 
categorized into three main branches: reinforcement learning, unsupervised learning, or 
supervised learning, contingent upon the presence of a goal variable. This research aims to use 
a regression function in a supervised learning framework to forecast future Bitcoin values. This 
section presents the description of the dataset as well as machine learning models and Deep 
Learning models that are considered in this study.   
Dataset: 

The daily data spanning from November 28, 2014, to January 1, 2022, was extracted 
from the open-access Kaggle [11] and used for the experiments. The targeted variable of this 
study is price of Bitcoin in US dollars. The response variable is the BTC closing rate, while the 
date is considered the explanatory variable. The descriptive statistics for the BTC closing rate is 
shown in Table 1. 

Table 1: Statistical Measures of the Bitcoin Dataset 
Statistics Close BTC 

Count 2651.0000 

Mean 11709.3262 

STD 16282.9087 

Min 162.0000 

25% 654.3700 

50% 6407.7700 

75% 10726.4250 

Max 67559.0000 

The history of the Bitcoin (BTC) close rate is depicted in Figure 1, exhibiting the changes in 

the BTC closing price from November 28, 2014, to January 1, 2022. It is important to examine 

this pattern for the following reasons.  

• Finding Patterns: Analyzing the trend helps identify patterns such as increasing or 

declining trends, cyclical oscillations, and anomalies. These patterns can provide insights 

into how the market functions and support well-informed decision-making. 

• Predicting Future pricing: Historical data serves as a common method for predicting 

future pricing. By studying the past trends, analysts may develop models that predict 

future prices of Bitcoin, which can be useful for investors and traders. 

• Comprehending Market Behavior: Moreover, the trend can be utilized to gain a 

deeper understanding of market dynamics and the factors influencing Bitcoin prices. 

Sudden changes in the closing rate may be attributed to news events, regulatory changes, 

or shifts in market sentiment.  

• Risk management: Awareness of this trend is valuable for risk assessment. Traders 

and investors can use historical data to assess the risk associated with Bitcoin 

investments and develop strategies to lower such risks. 
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Figure 1: BTC Closing Value Trend from November 28, 2014, to January 1, 2022 

 In terms of preprocessing, dataset did not contain any null values, simplifying 

preprocessing becomes easier. The absence of null values suggested that the dataset is free of 

missing values, if handled improperly, missing data might result in biased analysis and incorrect 

predictions. 

Machine Learning Models: 
This study explored various machine-learning models that can serve as regressors [12]. 

These models, which are frequently employed for regression tasks, consist of: 

Linear Regressor:  

 The statistical method of linear regression was used to model one independent variable 

(x) and one dependent variable (y), typically expressed as y [13]. It is predicated that the 

independent and dependent variable having a linear relationship, as shown by the equation: 

𝑦 = 𝛼 +  𝛽𝑥     (1) 

 The study's dependent variable, which is the BTC closing rate, is denoted by y, while the 

independent variable, or characteristics, is represented by x. The coefficients that need to be 

estimated are 𝛽 and the error term 𝛼.  

Random Forest Regressor  

 A random forest is an ensemble technique composed of multiple decision trees, each 

trained on a different subset of the data, known for its high explainability and predictive 

power[14]. However, the training samples of a random forest model could have an impact on 

the anticipated outcomes. The fundamental component of a random forest, a regression tree, 

divides the data recursively into smaller groups according to the values of a particular variable, 

to minimize the sum of squared residuals within each group. This method continues until a 

predetermined endpoint is met, either a minimum node size or a maximum tree depth. 

 Regression trees usually use a splitting criterion that is focused on reducing the Sum of 

Squared Residuals (SSR) within each group. For any given node m and dataset Dm comprising 

Nm observations, the SSR can be computed as follows: 𝑆𝑆𝑅 = ∑ (𝑦𝑖 − ŷ𝑚)𝑖=𝐷𝑚
   (2) 

 A splitting criterion, such as the information gain (for entropy-based criteria), the Gini 

impurity (for classification trees), or the decrease in SSR (or rise in R-squared), controls the 

splitting process. 
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XGB Regressor 

XGBoost Regressor [15] is a powerful implementation of gradient boosting machine 

learning algorithm designed for speed and high-performing. It is an acronym for eXtreme 

Gradient Boosting. 

• Gradient Boosting: XGBoost follows the concept of gradient boosting which builds 

an ensemble of weak learners (usually decision trees) one at a time. Each new tree 

corrects errors made by the previous ones. 

• Objective Function: There are specific objective functions used in XGBoost that need 

to be optimized during training. For regression tasks, the objective function typically is 

the MAPE and its variation. 

• Regularization: XGBoost has regularization terms in its objective function for model 

complexity control and preventing overfitting. Regularization parameters include 

gamma, alpha, and lambda. 

• Tree Construction: In this way, XGBoost constructs trees depth-wise rather than 

breadth-wise growing the tree level by level by adding nodes that minimize the objective 

function in the best manner and hence can lead to more overfitting compared to other 

methods such as lightGBM which uses leaf-wise growth strategy. 

• Handling Missing Values: That means XGBoost can handle missing values internally 

without having to impute them. 

• Parallel Processing: XGBoost works well with big datasets since it is designed for 
parallel processing.  

• Cross-validation is supported by XGBoost and is useful for adjusting hyperparameters 
and assessing model performance. 

 In this research paper, we have selected the XGBoost Regressor due to its speed, 

performance, and ability to handle complex datasets. A common practice of splitting the dataset 

into 80% for training and 20% for testing is adopted for all machine learning models, as depicted 

in Figure 2 for the Linear Regressor. 

 

Figure 2: Dataset Splitting for Machine Learning Models (Linear Regressor, Random Forest 
Regressor, XGBoost Regressor) 
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Statistical Models: 

 Statistical models are mathematical representations of the relationships between 

variables, commonly used to explain, forecast, and characterize occurrences. These models are 

frequently used to test hypotheses, generate predictions, and deduce causal linkages. They are 

constructed using statistical tools and procedures. In our study focused on Bitcoin forecasting, 

we have chosen to explore two well-known statistical models: Autoregressive Integrated Moving 

Average (ARIMA) and Prophet.  

ARIMA: 

ARIMA is one of the particular statistical models used in forecasting and time series analysis 

[17]. It can be applied to study time series behavior comprising of characteristics such as trends 

or seasonality. The components of the ARIMA model are composed of three principles. 

• Auto Regression (AR):  This aspect shows how an observation is related to several 

prior observations (lagged terms). The current value’s regression on past values is 

represented by it. 

• Integration (I): This part refers to differencing raw observations to achieve stationarity 

in a time series. Time Series Analysis relies upon stationary data, which differencing seeks 

to provide. 

• Moving Average (MA): This component depicts how an observation relates to the 

error from a moving average model that has been employed on lagged observations. 

The parameters of an ARIMA model are traditionally notated as (p, d, q), where: 

• p is the number of lag observations (AR order). 

• d is the degree of differencing (I order). 

• q is the size of the moving average window (MA order). 

 We have selected the ARIMA model because of its wide application in various fields 

such as finance, economics and environmental science for forecasting and time series analysis. 

The data splitting for the ARIMA model can be seen in Figure 3.  

 
Figure 3: BTC Graph of Data Splitting for ARIMA 

Prophet Model: 

 Various fields, including economics, finance and environmental science rely on time 

series forecasting. In recent years, the Prophet model has emerged as a dominant force in this 

field due to its simplicity, accuracy, and automation capabilities in capturing seasonality, trends, 

and holiday effects within time series data [16]. Unlike traditional models that need manual 

feature engineering, Prophet Model automates this process, making it accessible even to 
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individuals with limited knowledge in this domain. It is an additive model composed of different 

components like holiday effects, trends and seasonality. The trend component for non-linear 

growth patterns in the data while the seasonality component captures repeating patterns at 

different time scales such as daily, weekly or annually. The mathematical representation of the 

Prophet model can be seen in Equation 3.  

𝑦(𝑡) = 𝑔(𝑡) + 𝑠(𝑡) + ℎ(𝑡) +∈𝑡  (3) 

 In the Equation 3, y(t) represents the observed value at time (t). The time series' overall 

direction is represented by the trend component, which is g(t). The seasonality component, s(t), 

captures periodic patterns (daily, weekly, yearly), the holiday component, h(t), accounts for the 

effects of holidays and special events, and the error term, t, represents the difference between 

the observed and predicted values. The data splitting for the Prophet model can be seen in 

Figure 4. 

 
Figure 4: BTC Graph of Data Splitting for ARIMA 

Deep Learning Models: 

 Utilized neural network architectures, such as Recurrent Neural Networks (RNNs) and 

their variations, such as Long Short-Term Memory (LSTM) networks and gated recurrent units 

(GRUs), to model and predict future values in a time series is known as deep learning for time 

series forecasting [17]. 

Convolutional Neural Network: 

 When forecasting with a Convolutional Neural Network (CNN), the time series data is 

typically viewed as an image, with the temporal dimension denoting the image's breadth and the 

features or channels denoting the image's height. 

Recurrent Neural Network: 

  The RNN is one kind of neural network architecture designed to process sequential data. 

Unlike conventional feedforward neural networks, RNNs can maintain a memory of previous 

inputs through hidden states, making them suitable for handling sequences of varying lengths.  

Standard feedforward neural networks process inputs in a set order and lack memory. RNNs 

are frequently used to forecast time series data, like stock prices or, as in this case, the price of 

Bitcoin. The researchers can forecast future data points by using historical data analysis to spot 

trends. By training an RNN with historical Bitcoin price data, it can learn to predict future price 

fluctuations, aiding investors and traders in decision-making processes. 
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 Nevertheless, RNNs have certain drawbacks, such as the vanishing gradient problem, 

which makes it challenging to learn long-term relationships. More sophisticated RNN variations, 

such as Gated Recurrent Unit (GRU) or Long Short-Term Memory (LSTM), are frequently 

employed to overcome this issue because of their superior ability to recognize and retain long-

term dependencies in sequential data. 

Long Short-Term Memory: 

 Long Short-Term Memory (LSTM) [18] networks are a kind of RNN architecture that 

adeptly processes and predicts time series data. Unlike traditional RNNs, which often struggle 

with vanishing gradient problem to learn long-term dependencies. However, LSTMs were 

deliberately designed to remember information for longer time duration. The basic structure of 

an LSTM includes: 

• Cell State: In an LSTM, the cell state runs straight down the whole length of the chain 

with only some linear interactions. It’s like a moving walkway that adds or removes 

information but largely keeps it unchanged. 

• Gates: LSTMs have three gates which control the flow of information: 

• Forget Gate: Decides what part of memory should be let go from the cell state. 

• Input Gate: Decides which new information to be stored in the cell state. 

• Output Gate: Decides what output will be based on its cell state. 

• Hidden State: This could be seen as the memory of LSTM. It performs computations 

and is carried over to the next time step. 

Gated Recurrent Unit: 

 Gated Recurrent Unit (GRU) [19] comprises of a variety of RNN structures that was 

introduced as an easier version of the LSTM. GRUs, like LSTMs, are designed to model time 

series and natural language dependencies. The major components of GRU are as follows:  

• Reset Gate (r): This determines of the extent to which the previous state should be 

forgotten or ignored. It considers both the current input and the previous hidden state. 

• Update Gate (z): This decides extent to which a new state should be added to the 

current state. Similar to reset gate, current input and hidden states are calculated to 

update gate. 

• Current Memory Content (~h): Based on the reset gate and the current input, any 

candidate's new state is calculated. It represents the information that is suggested to be 

included in the current version. 

• Hidden State (h): The GRU unit's output is the hidden state, which is a weighted 

mixture of the information in memory at that moment and the previous hidden state. 

 There are many advantages of using GRU, some of which are listed below. These 

benefits are the main reasons to select this model for our study. 

• GRUs are less computationally expensive and easier to train than LSTMs since they have 

fewer parameters. 

• GRUs are a useful tool for identification of short-term dependencies in sequential data 

because of their effectiveness in doing so. 

• Compared to LSTMs, GRUs frequently converge more quickly during training because 

of their simpler architecture. 

Feedforward Neural Network: 
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 The acronym for Feedforward Neural Network is FFN. Unlike recurrent neural 

networks, FNNs do not have cyclical connections, and information flows only in one direction: 

forward [20]. The major architectural components of FFN are as follows: 

Input Layer: Data input is received by the input layer, which then forwards it to the hidden 

levels. 

• Hidden Layers: Several neurons (nodes) make up each of the one or more hidden 

layers that may exist. Every neuron forwards the output to the subsequent layer after 

applying an activation function to the weighted sum of its inputs. 

• Output Layer: This layer generates the network's final output. Depending on the task 

at hand (binary classification, multi-class classification, regression, etc.), this layer has a 

different number of neurons. 

• Activation Function: To provide non-linearity to the model, each neuron in the output 

layer and hidden layers often applies an activation function (such as ReLU, Sigmoid, or 

Tanh). 

 There are many advantages of using FNN, some of which are listed below. These 

benefits are the main reasons to select this model for our study. 

• If there are enough neurons in the hidden layers of an FNN, it can approximate any 

continuous function. 

• FNNs can be effectively parallelized because information flows in a single route without 

loops, which qualifies them for hardware acceleration. 

• When compared to more intricate neural network topologies, FNNs are comparatively 

simple to comprehend and use. 

Results and Discussion: 
 In this section, we offer a thorough examination of the evaluation metrics, experimental 

methodology, and the results obtained utilizing various models. 

Evaluation Matrices: 

 In the context of machine learning and deep learning, evaluation metrics were used to 

gauge a model's effectiveness on a certain job. These indicators are crucial for understanding the 

benefits and drawbacks of a model as well as for comparing different models with one another. 

For this study, we have chosen MAPE as the evaluation metric. 

Mean Absolute Percentage Error: 

 Mean Absolute Percentage Error is referred to as MAPE [21]. It is a metric used to 

assess the forecasting method's prediction accuracy in statistics, such as trend estimation. It is 

determined by the formula of equation 4. 

𝑀 =
1

𝑛
 ∑ |

𝐴𝑡−𝐹𝑡

𝐴𝑡
|𝑛

𝑡=1                (4) 

 The forecast value is represented by Ft in equation 4, the actual value is denoted by At, 

and the number of iterations in the summation is indicated by n. The Mean Absolute Percentage 

Error (MAPE) is represented by M. 

Experimental Results: 

The models in this study were implemented using Python packages such as Sklearn, 

Keras, and TensorFlow. The techniques were applied in Python 3.10 and Google Colab, making 

use of its GPU resources for efficient processing.  

 The outputs of machine learning model, showcasing the actual and anticipated values 

are represented graphically in Figures 5 for the Linear Regressor, Figure 6 for the Random Forest 
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Regressor, and Figure 7 for the XGBoost Regressor. These outputs throw light on each model's 

effectiveness and performance by displaying a visual comparison of the expected and actual 

outcomes. 

 
Figure 5: Actual Testing and Prediction Using Linear Regressor Model 

 
Figure 6: Actual Testing and Prediction Using Random Forest Model 
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Figure 7: Actual Testing and Prediction using XGBoost Regressor Model 

 Figure 8 and Figure 9 depict the graphical representation of the statistical models in 

terms of actual vs predicted values of BTC close rate. 

 
Figure 8: Actual Testing and Prediction using ARIMA Model 

 
Figure 9: Actual Testing and Prediction using Prophet Model 
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 The deep learning models were trained consistently using 30 epochs and a batch size of 

16. The outcomes of these trained models are visually presented through multiple figures, 

ranging from Figure 10 to Figure 14. These graphs provide a thorough summary of each model's 

performance and predictive power, enabling comparisons and insights into how well they work 

with various tasks and datasets. 

 
Figure 10: Actual Testing and Prediction using CNN Model 

 
Figure 11: Actual Testing and Prediction using the LSTM Model 

 
Figure 12: Actual Testing and Prediction using GRU Model 
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Figure 13: Actual Testing and Prediction using FNN Model 

 
Figure 14: Actual Testing and Prediction using RNN Model 

 In addition to evaluating the models based on MAPE scores, the training time of each 

model is also taken into account to determine most robust model, as illustrated in Table 2. By 

considering training time, the main goal of this study is to identify a model that predicts (low 

MAPE) as well as trains efficiently, significant for real-world applications in which 

computational resources and time are limited. This approach ensures that the selected model is 
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both accurate and practical for deployment. From Table 2, it is observable that Linear Regressor 

is more effective than other models. 

Table 2: Comparison of Forecasting Models concerning MAPE Score and Training Time  
Model MAPE Test Training Time 

Linear Regressor 2.9989 0.0336 

Random Forest 

Regressor 

52.7365 7.6400 

XGBoost Regressor 55.9155 0.4236 

ARIMA 12.96 0.1693 

Prophet 69.91 1.6017 

CNN 7.9999 13.9089 

LSTM 48.1873 158.4398 

GRU 17.2573 151.5812 

RNN 31.1235 86.8800 

FNN 35.5801 13.2750 

 To improve our forecasting performance, we included the PyCaret library [22] to our 

forecasting framework in addition to already stated model. Building, optimizing, and 

implementing machine learning models (because ML plays an important role in different fields 

[23][24][25][26][27][28][29][30][31][32]) is made easier with PyCaret, a flexible machine learning 

framework. To discover the best model for our objective of predicting cryptocurrency prices, 

we experimented with several machine learning algorithms and setups, making use of PyCaret's 

capability to speed the forecasting process. We were able to rapidly iterate through several 

models and hyperparameters by utilizing PyCaret, which allowed us to save a significant amount 

of time and money. Table 3 provides an overview of our PyCaret-enhanced forecasting 

approach's outcomes and demonstrates how well PyCaret has helped us increase the accuracy 

of our forecasts. 

Table 3. Comparison of Forecasting Models by PyCaret concerning Training MAPE Score 
and Training Time  

Model MAPE Training Training Time 

Extra Trees w/ Cond. Deseasonalize & 

Detrending 

0.0203 2.600 

Lasso Least Angular Regressor w/ Cond. 

Deseasonalize & Detrending 

0.0203 0.3233 

Linear w/ Cond. Deseasonalize & 

Detrending 

0.0203 0.8600 

Ridge w/ Cond. Deseasonalize & 

Detrending 

0.0203 0.3167 

Bayesian Ridge w/ Cond. Deseasonalize 

& Detrending 

0.0238 0.3267 

Elastic Net w/ Cond. Deseasonalize & 

Detrending 

0.0238 0.533 

Lasso w/ Cond. Deseasonalize & 

Detrending 

0.0238 0.3867 

Random Forest w/ Cond. Deseasonalize 

& Detrending 

0.0266 6.5233 
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Light Gradient Boosting w/ Cond. 

Deseasonalize & Detrending 

0.0272 1.8133 

Decision Tree w/ Cond. Deseasonalize & 

Detrending 

0.0285 0.6133 

Orthogonal Matching Pursuit w/ Cond. 
Deseasonalize & Detrending 

0.0281 0.3200 

K Neighbors w/ Cond. Deseasonalize & 
Detrending 

0.0283 0.4100 

Gradient Boosting w/ Cond. 
Deseasonalize & Detrending 

0.0290 3.4800 

Naive Forecaster 0.0306 3.3467 

ETS 0.0308 1.8100 

Huber w/ Cond. Deseasonalize & 
Detrending 

0.0310 0.3767 

Extreme Gradient Boosting w/ Cond. 
Deseasonalize & Detrending 

0.0316 0.9033 

Exponential Smoothing 0.0326 5.1433 

Theta Forecaster 0.0334 0.0767 

AdaBoost w/ Cond. Deseasonalize & 
Detrending 

0.0367 0.8200 

STLF 0.0369 0.1900 

ARIMA 0.0448 2.6467 

Croston 0.0645 0.0400 

Seasonal Naive Forecaster 0.0742 0.1600 

Polynomial Trend Forecaster 0.1430 0.0433 

Grand Means Forecaster 0.6993 0.0533 

The ExtraTreesRegressor is the most effective model in your study for predicting bitcoin 

prices. It obtained a test MAPE score of 0.0609 when examined for out-of-sample (testing) with 

a forecast horizon of 36. 

 

Figure 15: Actual Testing and Prediction using ExtraTreesRegressor Model 
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Conclusion: 
We examined the performance of Deep Learning (DL) and conventional models in 

predicting the prices of cryptocurrencies. With a MAPE test score of 0.0609, we discovered that 
the Extra Trees Regressor outperforms all other models, including DL models like LSTM, 
ARIMA, and Prophet, after using PyCaret with all forecasting models and other well-known 
models. This demonstrates accuracy of models for predicting bitcoin prices. Subsequent 
investigations may examine supplementary variables impacting prices, and ensemble models may 
further improve forecast precision. Our research highlights significance of model selection and 
ensemble techniques to get precise bitcoin price forecasts. 
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