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n the prevailing information age, human confrontation with extensive information makes it 
difficult to segregate the relevant content on the basis of choices and priorities. This gives 
rise to the need for effective recommendation systems that can be incorporated into distinct 

and diversified domains such as e-commerce, social media, and news media websites and 
applications. By giving suggestions, these recommender systems efficiently reduce huge 
information spaces and direct the users toward the items that best match their requirements and 
preferences. Hence, they play an important role in filtering out the relevant user-specific 
information. Based on the working principle, recommender systems can be classified into 
Content-Based Systems, Collaborative Filtering Systems, or Popularity-Based Systems. 
However, to cope with the problems of cold-start and plasticity that are associated with 
standalone recommender systems, hybrid recommendation systems are being introduced. This 
research is therefore focused on the development of a Weighted Hybrid Model that combines 
the scores of the three standalone recommender models in a linear fashion. The performance 
of the proposed hybrid model is tested against all three standalone models on an online News 
dataset. Using a Top-N accuracy metric, it is found that the accuracy of the weighted hybrid 
model is higher than the standalone Content-Based, Collaborative, and Popularity-Based models 
against the same dataset. An efficiency of 90% for the Hybrid model was achieved compared to 
the best-performing standalone model having an efficiency of 53%. 
Keywords: Machine Learning, Data Mining, Recommender System, Collaborative Filtering, 
Hybridization Techniques, Evaluation Metrics, Mean Absolute Error (MAE), Cross-Validation, 
Training Data. 
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Introduction: 
Data and information have gained unprecedented pace in today’s world of information 

and technology. People have become considerably dependent on technology and living without 
it seems inconceivable. People are overwhelmed with the extent of data available; hence, it is 
almost impossible to browse through such vast information space in search of the required and 
related news stories [1]. Consequently, the interest of users in the consumption of news either 
gets lowered or is completely lost. Recommendation of news articles faces many challenges 
because of the dynamic environment, such as new updates in the articles and changes in user 
preferences. Therefore, an efficient news recommendation system must be able to process and 
address the rapidly evolving and continuous inflow of news [1]  

Content-based and collaborative filtering recommendation systems (discussed in Section 
2) can provide some effective recommendations but each of the approaches comes with a few 
disadvantages. [2] To tackle this issue, this research is therefore focused on the development of 
a “Hybrid Recommendation Model” which has been built by combining content-based filtering 
and collaborative filtering systems. This hybrid model will also be combined with the popularity 
model to increase the accuracy of recommendations and to cope with problems such as cold 
start. 
Literature Review: 

Recently, recommending news articles or other documents in the format of web objects 
has gained more research attention. Several adaptive news recommending systems, such as 
Google News and Yahoo! News provide personalized news recommendation services for a 
substantial number of online users [3]. A personalized new recommendation system with the 
help of the popular microblogging service “Twitter” has been proposed by [4]. News articles are 
recommended based on the popularity of the article identified from Twitter’s public timelines.  

Models and memory-based algorithms have been used which utilize the weighted 
average of past ratings from other users and the weight is proportional to the similarity between 
the users [5]. Measures that have been used to find similarity are the Pearson Correlation 
Coefficient and Cosine Similarity. This approach models the user preferences based on prior 
information. The research carried out by [5] was taken further by using information filtering that 
filters the relevant information from the unwanted information stream [6]. Firstly, an analysis of 
user’s interests spanned over a period of 14 months was carried out by using click distribution. 
Then Bayes rule was applied to predict the users’ interest for a particular period of time. These 
predictions made for the particular times were then combined and a final prediction was made 
for the user against a longer period of the time.  

In earlier times, Popularity was one of the only metrics used for news recommendations 
[7][8] and [9]. The popularity-based news recommendations were based on the number of times 
a news article has been read by the users. However, this approach had a lot of shortcomings 
especially in cases where the news gets old, even though it is popular it might not be of interest 
to the users. On the other hand, the newly published news with low popularity might be of more 
interest to the users. A notable work in the area of News Recommendation Systems is SCENE 
(Scalable two-stage Personalized News Recommendation system) [10]. The main focus of this 
research was on the news selection. Experiments were conducted on how to match the news 
with the user interests while maintaining the highest accuracy and diversity. The goal was 
achieved by maintaining a huge metadata of the users, thereby affecting the news selection and 
improving the news recommendation.  

The main application area of the Content-Based Filtering (CBF) technique is semantic-
based Recommender and specific news websites. In order to address the shortcomings of both 
Collaborative Filtering (CF) and CBF approaches, a Hybrid recommendation approach is 
adopted. It has been observed that the Hybrid approach has been exhaustively used for news 
Recommender since 2010 (i.e., 60%) because the challenges faced by CBF and CF techniques 
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can be overcome by using a complementary technique such as a hybrid model [11] The 
collaborative filtering approach in the recommendation system is demonstrated in Scalable 
Collaborative Filtering with Jointly Derived Neighbourhood Interpolation Weights. This 
improves the prediction accuracy by improving the interpolation precision and simultaneously 
deriving the interpolation weights for all nearest neighbors [12]. This technique has been called 
Singular Value Decomposition (SVD) recommenders in [13].  

Other related research includes Europe Media Monitor (EMM) News Explorer [14] and 
Newsjunkie [15] which uses the news content and named entities for carrying out 
recommendations of news. However, EMM News Explorer does not provide personalized 
services and Newsjunkie does not address the news selection, news presentation, and scalability 
issues. In [16], the recommendation is carried out by using two modules: an offline module that 
pre-processes the data to build reader and content models, and an online module that uses these 
models in real-time to recognize the reader’s needs and goals and predict a recommendation list, 
accordingly. The recommended objects are obtained by using a range of recommendation 
strategies mainly based on content-based filtering and collaborative filtering approaches, each 
applied separately or in a combination [16]. 
Novelty of the Research: 

The related work from the literature review mostly uses algorithms that involve 
collaborative filtering or content-based filtering when it comes to news/blog recommendations. 
To achieve more promising and accurate results, two algorithms (namely, Collaborative and 
Content-Based Filtering) have been combined to propose a hybrid recommendation system that 
takes the weighted average of collaborative filtering scores with content-based scores and 
performs recommendation ranking by resultant scores. Further, to cope with the cold start issue, 
this developed model has also been combined with a popularity-based model. The accuracy of 
results achieved by this novel hybrid recommendation model increased exponentially. 
Recommendation Systems: 

The definition of recommendation systems has evolved over the past 14 years. 
Recommender systems aim to predict users' interests and recommend items that are most likely 
of interest to them. These are some of the most powerful machine learning algorithms that are 
used to increase traffic. [17] Recommendation systems are typically used to speed up the search 
process and make it easy for users to reach the content that truly interests them. Several 
Recommendation systems have been deployed over the decade for different domains [15]. The 
two main types of recommendation systems [18] are discussed in Sections 2.1 and 2.2. 
 

 
Figure 1: Working of Content-Based Filtering 

Content-Based Filtering Approach: 
In content-based filtering a user profile is created which is then used to make 

recommendations to the user [19]. The data is collected, either explicitly (rating) or implicitly 
(clicking on a link). So, the idea in content-based filtering is to tag products using certain 
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keywords, understand what the user likes, look up those keywords in the database, and 
recommend different products with similar attributes [19]. The main focus in the content-based 
approach is on the attributes of the items, where the similarity among items is determined by 
comparing the attributes of these items. In the content-based filtering approach, users or items 
are considered atomic units, and better-personalized recommendations are made by gathering 
more information about the user or item [19].  

For content-based filtering, the most popular vector space model Term Frequency–
Inverse Document Frequency (TF-IDF) is used to select a set of candidate items. TF-IDF score 
is the product of term frequency (the number of times a term appears in the document) and 
Inverse document frequency (a measure of whether a term is rare or common in the collection 
of documents) [20]. Mathematically, the TF-IDF score for the word t in document d from the 
document set D is calculated as follows [20]:  

𝑇𝐹−𝐼𝐷𝐹 (𝑡,𝑑,𝐷)=𝑡𝑓 (𝑡,𝑓) × 𝑖𝑑𝑓 (𝑡,𝐷) 
Where, 

𝑡𝑓 (t, 𝑑) = 𝑙𝑜𝑔 𝑙𝑜𝑔 (1 + 𝑓𝑟𝑒𝑞 (𝑡, 𝑑)) 

𝑖𝑑𝑓 (𝑡 , 𝐷)=𝑙𝑜𝑔 𝑙𝑜𝑔 ((𝑁/𝑐𝑜𝑢𝑛𝑡)(𝑑 ∈ 𝐷 ∶ 𝑡 ∈ 𝑑) 
TF-IDF algorithms apply to different dimensions of an article by selecting contents and 

calculating similarity among them. 
Challenges Faced by Content-Based Filtering: 

As content-based filtering decides to only use the tags, it faces a few challenges in 
recommending as: 
Limited Content Analysis: If the content doesn’t contain enough information to discriminate 
the items precisely, the recommendation itself risks being imprecise [1]. 
No Diversity: The user will never be recommended different items that he might like. Due to 
this business might not expand [1].  
New Users: User Profile Information collected requires a considerable amount of data and 
features to define an item. Adequate information is thus required to be able to recommend 
effectively [1].  
Collaborative Filtering Approach: 

Collaborative filtering is a technique that can filter out items that a user might like based 
on reactions by similar users. [1]. It is based upon historical data and the assumption here is that 
the user who has liked or viewed something in the past is likely to like or view similar content 
in the future as well. Collaborative filtering can be of two types [1]. 

 

 
Figure 2: User-Based Collaborative Filtering 

 
Figure 3: Item-Based Collaborative Filtering 

User-Based Collaborative Filtering: 
In user-based collaborative filtering, recommendations are made based on similar users 

who share the same rating pattern as active users. 
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Item Based Collaborative Filtering:  
Item-based collaborative filtering is a type of recommendation method that looks for 

similar items based on the items users have already liked or positively interacted with. 
Single Value Decomposition: 

(SVD) is used as a Matrix factorization technique to find the similarities between users 
as well as similarities between the articles. An advantage of using this approach is that instead of 
having a high-dimensional matrix containing an abundant number of missing values, a much 
smaller matrix in lower-dimensional space is required. The more factors there are, the more 
specific the model will be. However, the model may result in overfitting, if too many factors are 
taken into consideration. 
Challenges Faced by Collaborative Filtering: 

Some of the challenges faced by the collaborative filtering are:  
Cold Start: Cannot effectively handle the fresh items. Since fresh items or users do not have 
enough ratings to find a relation [7]. 
Scalability: 

Collaborative filtering essentially depends on the number of users of a system. As the 
number of users increases, the complexity of analyzing similar users and examining the history 
of the items used by these users increases exponentially. Scalability is also an issue where online 
systems need to react immediately to the requirements of the users [7].  
Shilling Attack: The abusive use of liking or disliking a product can affect this recommendation 
model [7].  
Data Sparsity: People mostly don’t rate the items. Due to this there are missing ratings of a 
new item. This leads to poor recommendations. [7]  
Methodology: 

The proposed method was to combine the two most popular recommendation models, 
i.e., Content-based filtering and Collaborative filtering, and develop a more accurate hybrid 
model by eliminating drawbacks of each other. Further, to cope with the issue of cold start and 
also increase the model accuracy, the proposed hybrid recommendation model is combined with 
the popularity-based recommendation model. 
Experimental Setup: 

In this research, the recommendation models have been developed in Python. To 
overcome overfitting and to randomize the dataset, a cross-validation technique called Holdout 
has been used to validate the results. The data set was split into train data and test data, with 
20% of the data for testing purposes and 80% for training the model. 
Model Selection Hybrid Recommendation Model  

Content-based and collaborative filtering can provide some effective recommendations 
but each of the approaches has some disadvantages. [2] Thus, in order to improve the results, a 
hybrid model has been used in which the two algorithms content-based filtering and 
collaborative filtering were combined. It takes the weighted average of Collaborative filtering - 
Scores with Content-based scores and performs recommendation ranking by resultant scores.  

𝑅𝑒𝑠𝑢𝑙𝑡𝑎𝑛𝑡 𝐻𝑦𝑏𝑟𝑖𝑑 𝑆𝑐𝑜𝑟e = 𝐶𝐵𝐹 𝑆𝑐𝑜𝑟𝑒 × 𝑆𝑉𝐷 𝑆𝑐𝑜𝑟𝑒 
This Hybrid model has also been combined with the popular model to cope with cold 

start and to increase the accuracy of recommendations even more. Popularity-Based 
Recommendation Model – It takes the weighted average of Collaborative filtering Scores with 
Content-based scores and performs recommendation ranking by resultant scores. popularity-
based recommendation system works with the trend. It basically uses the items that are in trend 
right now. For example, if any item is usually viewed by every new user, then there are chances 
that it may suggest that item to the user who just visited. “Popularity-Based Filtering Model 
sums up users’ interactions with each article and recommends the article with the most 
interactions.” 
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Figure 4: Flowchart of the overall methodology 

Dataset: 
The dataset used to train and test the hybrid recommendation model has been 

downloaded from Kaggle [17] which contains the real samples of 12 months of news. The 
dataset is properly labelled and has two parts. One part contains the Articles and their 
timestamp, content, author, content type, URL, title, and text. The second part contains User 
Interactions such as event Type, content, session ID, user Agent (Browsers, etc.), user Region, 
user Country, etc. It contains data of about 73000 logged-in users and more than 3000 user 
interactions. 
Data Pre-Processing: 

There are five types of user interactions in the dataset. VIEW (The user has opened the 
article), LIKE (The user has liked the article), BOOKMARKS (The user has bookmarked the 
article for easy return in the future), FOLLOW (The user chose to be notified on any new 
comment in the article), COMMENT (The user created a comment in the article). Since there 
are different interaction types, specific weights should be associated with the interactions. For 
instance, a “comment” on an article weighs more than a “simple view”. Henceforth, in the first 
step of pre-processing, weights were associated with each interaction that the user performs on 
the data based on their importance in accurate recommendations such as: View 1.0, Like 2.0, 
Bookmark 2.5, Follow 3.0, Comment 4.0.  

In the second step, the users and interactions having weights less than five were 
removed. This is because the users and interaction with such low weight cannot be considered 
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as a base for recommendation. The details of the dataset after pre-processing can be seen in the 
table. 

Interactions before removal  72312 

Interactions after removal  69869 

Users before removal  1897 

Users after removal  1140 

In the final step, the Unique Interactions were calculated using an already calculated 
weighted sum of interactions for each news article of every user.  

Total Unique Interactions  39106 

Evaluation metrics: 
To find the efficiency of the proposed model, evaluation has been carried out as it is one 

of the most important aspects of any machine learning project. Evaluation enables to 
comparison of different hyper-parameter choices and algorithms for the models. [21]. 
Evaluation also helps us identify the generic nature of the proposed model, also known as 
Generalization. Hence, the holdout method of cross-validation has been used to generalize our 
model by tuning it accordingly.  

The evaluation technique that has been used in this research is the Top-N accuracy 
metrics. It evaluates the accuracy by comparing the recommendations provided to the user with 
the items the users actually interacted with in the test set [21]. The Top-N accuracy metric that 
was chosen for the hybrid model is Recall@N which evaluates whether the interacted item is 
among the top N items in the ranked list. [21]b 
Results and Discussions: 

The evaluation of the Popularity Model was performed by the method discussed in 
section 3, and it is surprising that a popularity model can perform this well. It achieved the 
Recall@5 of 0.241, meaning 24% of interacted items in test sets were ranked by popularity model 
among the top-5 items. Recall@10 was 37% higher than expected. In the content-based filtering, 
a Recall@5 of 0.414 was achieved, which means about 42% of interacted items in the test set 
were tanked by content-based filtering among the top 5 items. Recall@10 was higher at 53%.  

In the Collaborative filtering, a Recall@5 of 0.333 was achieved, which means about 
33% of interacted items in the test set were tanked by content-based filtering among the top 5 
items. Recall@10 was higher at 47%. After these results, the developed Hybrid 
Recommendation model was also evaluated, and the results were higher than all other 
recommendation models. A Recall@5 of 0.434 was achieved, which means about 44% of the 
interacted items in the test set were ranked by the Hybrid Model among the top-5 items. 
Recall@10 was 54%. After combining the popularity-based model with the Hybrid model, 
Recall@5 increased up to 65% and Recall@10 reached up to 90%. These results can be 
thoroughly seen in Table 1. 

Table 1: Tabular Comparison of Recommendation Models 

Model Name Recall@5 Recall@10 

Popularity Model  24% 37% 
Content-Based Filtering  42% 53% 
Collaborative Filtering  33% 47% 
Hybrid Model  44% 54% 
Hybrid + Popularity  65% 90% 

Comparison of Different Recommendation Models: 
The results of recommendation models working independently were compared with the 

proposed hybrid model. The results were clearly in favor of the hybrid recommendation model. 
It has been found that when the proposed Hybrid model was merged with the Popularity model, 
the accuracy was even increased to 90%. A comparison of the results has been shown in Table 
1 and represented graphically in Figure 5. 
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Figure 5: Graphical representation of the accuracy of Different Recommendation Models 

Conclusion: 
Content-based and collaborative filtering can provide some effective recommendations 

but each of the approaches has some disadvantages. In this research, the development of a 
Weighted Hybrid Model was proposed that combines the scores of the three standalone 
recommender models in a linear fashion. The hybrid recommendation model takes the weighted 
average of the collaborative filtering score and the content-based filtering scores to carry out the 
recommendation ranking based on the resultant scores. This Hybrid model has also been 
combined with the popular model to cope with cold start and to increase the accuracy of 
recommendations even more. The performance of the proposed hybrid model is tested against 
all three standalone models on an online News dataset. Using a Top-N accuracy metric, it is 
found that the accuracy of the weighted hybrid model is higher than the standalone Content-
Based, Collaborative, and Popularity-Based models against the same dataset. An efficiency of 
90% was achieved for the proposed Hybrid model compared to the best-performing standalone 
model having an efficiency of 53%. This research is not limited to news websites only, but it can 
be extended to other recommendations such as in e-commerce. 
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