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Introduction / Importance of Study: Compound emotion recognition has been an
emerging area of research for the last decade due to its vast applications in surveillance systems,
suspicious person detection, detection of mental disorders, pain detection, automated patient
observation in hospitals, and driver monitoring.

Objectives: This study focuses on emotions, highlighting the fact that the existing knowledge
lacks adequate research on compound emotions. This research work emphasizes compound
emotions along with basic emotions.

Novelty Statement: The contribution of this paper is three-fold. The study proposes an
approach relying on geometric and shape-based features using SVM and then fusing the
obtained geometric and shape-based features for both basic as well as compound emotion
recognition.

Materials and Method: This study provides a comparison with six state-of-the-art
approaches in terms of percentage accuracy and time.

Dataset: The experiments are performed on a publicly available compound emotion
recognition dataset that contains images with facial fiducial points and action units.

Result and Discussion: The results show that the proposed approach outperforms the
existing approaches. The best accuracy achieved is 98.57% and 77.33% for basic and
compound emotion recognition, respectively. The proposed approach is compared with
existing state-of-the-art deep Neural Network architecture. The comparison of the proposed
approach has been extended further to various existing classifiers both in terms of percentage
accuracy and time.

Concluding Remarks: The extensive experiments reveal that the proposed approach using
SVM outperforms the state-of-the-art deep Neural network architecture and existing classifiers
including Naive Bayes, AdaBoost, Decision Table, NNge, and ]48.

Keywords: Compound Emotions; Fiducial Points; Shape Features; Position Based Features;
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Introduction:

Emotion is typically experienced as a distinct mental state, intermittently often
accompanied by physical changes, expressions, or activities [1]. There are seven basic emotions
universally recognized: neutral, angry, disgust, sad, happy, surprise, and fear as shown in Figure
1. Du et al. were pioneers in discussing compound emotions, which are combinations of two
or more basic emotions [2]. They identified 15 different compound emotions, including
happily disgusted, happily surprised, sadly disgusted, sadly surprised, sadly angry, sadly fearful,
fearfully disgusted, fearfully surprised, fearfully angry, angrily surprised, angrily disgusted,
disgustedly surprised, appalled, hateful, and awed [2] as shown in Figure 2.

Emotions including compound emotions have their significance in many areas
including surveillance-related problems, suspicious activity recognition, human behavior
understanding, detecting mental disorders, synthetic human expressions, driver monitoring
systems for safe driving, and many more. The rise in terrorist activities necessitates biometric
systems capable of restricting access to unauthorized individuals and those displaying potentially
harmful facial emotions, such as anger and fear. Individuals exhibiting these harmful emotions
could be considered threats to sensitive buildings and should be restricted. A biometric system
can detect facial emotions and flag suspicious individuals. Emotion analysis can also assist in
job interviews, aiding interviewers in assessing a candidate's suitability. Automated emotion
analysis may help a medical specialist judge the level of pain in his patients and save them time
as well. The interaction between humans and computers will be more natural if computers can
recognize emotional inputs. For example, detecting and using facial expressions in video
games will provide a more natural interaction, thereby making video games more entertaining
[3]. Emotion analysis can also help in criminal investigations.

Angles 8 Points

0 1

35 2

90 3

135 1

180 5

225 [3

270 7

315 §
a): e ): Neutr: with 78 fidu ts (c): Sloy e of lips
(2): Imag (b): Neutral face with 78 fiducial pomt Slope table of lip:

Figure 1: Image With fiducial points

Tppes vt Ka U Lo Rt

AT AUIZ | AU | AUK

W] M2 | A4 | AUS | ADS [ AUT A o
ARafmonfas "!;J‘LJIE@MLJ

dler | ek Puller | Dimpler
Inoer Brow | OuerBrow | Boow | UpperLd | Cleek L AUTS N B |

e o L b
hgb Cb qm Gm wm L' i "AUD AT “’"‘““"
DL:; ’ CEL;Zd . . - QM*J| Lips Pars dm )ghth‘kl;s;t‘

(2): Upper face action units (b): Lower face action units
Figure 2: (a). Upper face action units (b): Lower face action units

Automated emotion recognition can also help in developing sophisticated driver
monitoring systems and ensuring reduced number of accidents [4][5][6][7]. High-anger drivers
may end up with more collisions and crashes [8][9]. A survey taken from English drivers
highlights the fact that drivers having more angry and aggressive behavior violate traffic rules
more frequently [10]. To normalize the driver’s emotions, a smart music-playing system can
be developed based on emotion recognition [11].
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The study in this paper proposes the use of novel features with different machine
learning techniques for recognizing basic and compound emotions. The main contributions
of this paper are as follows:

e The study proposes an approach for basic and compound emotion recognition and
compares it with six state-of-the-art approaches - achieving accuracy as high as 98.57%
and 77.33% for basic and compound emotion recognition, respectively.

o Our proposed approach is compared with existing state-of-the-art deep architectures,
namely; VGG-16, ResNet-50, VGG-19, and DenseNet-121. The proposed approach
achieves better percentage accuracy as compared to existing deep architectures.

. We also compare the proposed approach with various existing classifiers and observe
that the proposed approach using SVM outperforms the other classifiers including
Naive Bayes, Neural Network, AdaBoost, Decision Table, NNge, and J48.

. We also analyzed the results of our approach for combined emotions where we
implemented our approach by combining the categories of basic (7) and compound
emotions (15), hence, achieving improved accuracy on a total of 22 categories.

. The proposed approach also exhibits better time efficiency for 7 basic categories of
emotions, 15 compound categories of emotions, and 22 combined categories of
emotions in a dataset.

The organization of this paper is as follows. Section 2 describes the previous work
mainly related to the classification of basic emotions and compound emotions. Section 3
explains the data set used in this research. In Section 4, the details of our proposed feature-
based approach using different classifiers are presented. Section 5 gives a detailed explanation
of the features. In Section 6, results are presented in terms of percentage accuracy and time
efficiency while Section 7 provides the conclusion and gives future directions in which open
issues and challenges related to basic and compound emotions are presented.

Literature Review:

The problem of emotion recognition dates back to the early 18" century, with
significant advancements beginning with Darwin’s book “The Expression of the Emotions in
Man and Animals (1872/1998)” [12]. In 1938 Woodworth gave an idea of 6 emotions
including happiness, sadness, disgust, anger, fear, and surprise by evaluating the responses of
observers. Hence, a total of seven basic emotions were identified by adding neutral emotion
to the existing six emotions. These laid the foundation for an exposition of compound
emotions many years later.

Classification Based on Input Types:
Image and video based:

The development of facial action units marked a major revolution in the area of
emotion recognition. Researchers realized that multiple facial muscles worked collectively to
create certain emotions, carrying equal importance. Therefore, each facial action unit was
assigned a number corresponding to a specific facial muscle. Detecting these facial action
units, or their combinations, became integral to identifying emotions[13]. Initially, facial
muscle action detection systems were developed only for faces having frontal view but then
different algorithms and techniques were established that also deal with the temporal
dynamics of facial actions. These algorithms can automatically segment input videos into facial
expressions and recognize the temporal segments of 27 action units within the video [14].

Human facial expression analysis traditionally relied on either 2D static images or 2D
video sequences, which struggled to handle large pose variations. Although, 3D face recognition
techniques were widely used 3D facial expression recognition had rarely been found in literature
due to the scarcity and non-availability of 3D facial expression datasets. The first attempt to
create 3D facial expression repositories aimed to nurture the research in human facial expression
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by the authors in [15][16]. Facial expression analysis, specifically for people of Bangladeshi origin,
was made and a modified set of action units was proposed for a more accurate classification of
their facial expressions [17]. Facial expressions have gained popularity in recent years and various
methods of optical flow-based detection of facial expressions have been developed in [18]. The
Optical flow-based proposed technique is used to detect basic emotions using feature point
tracking on facial image area (mouth, eyebrow, and eyes) yielding an accuracy of 76%
(considering only the dataset of classified image sequences).

To solve the exact head, posture estimation, and facial expression tracking problems,
two vision-based techniques were proposed in [19]. This work has been carried out in two
phases; dynamic head pose estimation, followed by facial expression cloning. The dynamic head
pose approach is used to visualize the 3D face pose from video images. The facial region is
obtained from an input face image by using the HT skin color model, and the exact face is
extracted. PCA is applied to the average image obtained from the set of training images. In the
second phase, realistic facial expression is produced. Facial features are extracted and variations
are tracked by using optical flow. Gaussian RBF (Radial Basis Function) is then used to produce
the facial expressions. The results showed that the facial expression cloning technique
automatically extracts the 3D head pose and generates realistic 3D facial expressions in real time.
Tony et al. proposed an approach based on the histogram of oriented gradients and canny
operator, that can precisely detect the deformation of eyes, eyebrows, and lips for facial
expression recognition [20].

Classification Based on Approaches:
Geometric Approaches:

Different applications in Human-Computer Interaction (HCI) can benefit from
recognizing expressions from images[21]. Previously developed methods used the 2D
distribution of facial features. In Soyel et al., the authors achieved a 91.3% accuracy in facial
expression recognition by using 3D facial feature distances [22]. Cohn-Kanade data sets have
been widely used since 2000 for the development and evaluation of algorithms. Its refined
version, containing a greater number of sequences, more subjects, and revised and validated
labels was made available to promote further research in this area [23]. The baseline results using
Action Appearance Models (AAMs) and SVM classifiers for both AU and emotion detection
for pose data were also made available for the research societies that are working on emotion
recognition.

In 2010, facial expression recognition became a significant area of interest in computer
science [24]. A 2D appearance-based local approach was used to extract facial features for the
recognition of four expressions including happiness, surprise, sadness, and anger, achieving
an accuracy of 81% for grayscale images. An application was developed using an improved
Active Appearance Model (AAM) in combination with a Probabilistic Neural Network (PNN)
for the recognition of seven basic facial expressions [25]. The experimental results of this
application achieved an average expression recognition accuracy of 96% on the JAFFE
database which outperformed all the existing methods. It further motivated researchers to use
artificial intelligence and machine learning algorithms in the future.

An approach using an AdaBoost classifier for face detection followed by token finding
and matching with a back-propagation neural network was developed for facial expression
recognition [26]. The real-time vision-based facial expression recognition system was
developed that detected faces from the video stream and then employed Principal Component
Analysis (PCA) to classify the expression into one of the five categories including neutral,
happiness, surprise, sadness, and disgust, yielding an average accuracy of 88% [27].
Recognizing a person's feelings through facial expressions has also found applications in 3D
gaming, using Active Appearance Models (AAM) to create a natural link between the player
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and computer [28]. The research in the paper detected facial expressions by monitoring the
change of key features in AAM using Fuzzy Logic.
Template Based Approach:

There are two leading models through which humans can identify the classification of
facial expressions, i.e., continuous model and categorical model in the field of cognitive science
and neuroscience [29]. In different intensities, the continuous model explains how expressions
of emotion can be viewed. The categorical model, on the other hand, recognized the image
containing only a happy and surprised face. As both of these models had problems in
recognizing the combination of emotion categories such as happily surprised versus angrily
surprised versus surprise, the researchers worked on a revised model consisting of C distinct
continuous spaces. Multiple (Compound) emotion categories can be recognized by linearly
combining these -C-face spaces.

Compound emotion is the combination of two or more two basic emotions like
happily surprised or happily disgusted [2]. The paper presents 22 distinct emotion categories
consisting of both basic emotions having 7 categories and compound emotions having 15
categories. The Facial Action Coding System analysis shows that the production of these
compound emotion categories is consistent with the subordinate categories they represent,
L.e., happily disgusted expression combines the muscle movement observed in happiness. For
the recognition of basic emotions, a database of 1610 images having 230 identities was created.
A percentage accuracy of 96.86% was obtained when using both shape and appearance with
a 10-fold cross-validation test. For the recognition of both basic and compound emotions, a
database of 5,060 images corresponding to the 22 categories for the 230 identities was created
that yielded an accuracy of 76.91% when using both shape and appearance features with 10-
fold cross-validation.

Machine Learning Approach:

Machine Learning (ML) based techniques enable the system to automatically learn the
applications and provide accurate results. These approaches are also used to enhance the
performance of algorithms. Different machine learning techniques and algorithms including
AdaBoost, support vector machines, and linear discriminant analysis were used to classify
these basic emotions into 7 categories [30]. The best result with 93.3% accuracy was obtained
by selecting Gabor filters using AdaBoost and support vector machines.

To deal with the challenge of head movement, face deformation, etc. [31] proposed a
bi-modality multi-feature framework to detect emotion in the wild. The emotion recognition
data is categorized into two components audio and video. To extract emotion recognition
information from audio-based data STFT and open SMILE networks are used. Meanwhile,
four diverse networks ie., VGG-Face, Restnetl8, Densenet121, and VGG16, for spatial
features are used to capture information from video-based data. Each of the scores from image
flow and audio flow is weighted with a grid-search optimization. The experimental outcome
shows that our proposed framework is more robust for emotion recognition within the wild.

Facial Animation Parameters (FAPs) and multi-stream Hidden Markov models
(HMMs) were used for automatic facial expression identification [32]. FAPs supported by
MPEG-4 were used as a feature for facial expression classification. Experiments showed that
the multi-stream HMM facial expression system significantly reduced the recognition error
compared to the single-stream HMM system. The scarcity of image repositories and databases
containing facial emotions created obstacles for researchers to evaluate their ideas, techniques,
and algorithms effectively. To overcome this obstacle and fulfill the growing trend toward
emotional intelligence, a database of accurate facial expressions was generated which shows
that facial expressions depend on the person's emotional state [33]. Furthermore, some
machine learning methods including SVMs, Bayesian networks, and decision trees were
calculated to identify emotions. The database which is generated for facial expressions in
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which the HMMs respond to the pure emotional state of the subjects, was one of the main
contributions.

Analyzing human emotions involves several aspects; these include facial expressions,
posture and movement, language usage, and psychological measurement. Authors in [34]
utilized photographs of a person’s gait to predict the person’s emotions using a Bayesian
network. In this study, facial features were extracted using Gabor wavelets [35]. An ensemble
machine learning algorithm was used to identify the eye and mouth area. The Ada boost
classifier was used to classify these particular features for detecting the emotions. This method
was deployed on several databases and they showed significant improvements.

Materials and Methods

A proposed research framework is shown in Figure 3. First of all, the compound emotion
recognition dataset has been collected and then converted into grayscale images. Afterward,
the shaped features and geometric features have been extracted and then concatenated. After
the fusion of the features, the classifier has been implemented to detect the emotions in an
image. Y is the output class of an emotion. In the state-of-the-art algorithm implementation,
the Geometric Feature Extraction block, Shaped Feature Extraction block, and Features
Fusion block can be replaced by the existing algorithms.

o ]

Geometric

Feature ﬁ Y

Extraction :>

Facial Emotion Grayscale ) :
> : — Features Fusion |:>
Data Collection |:> Conversion
Shaped 1.

Feature
Extraction

TSTJISSE])

Figure 3: A Proposed Research Framework
Dataset Description:

The compound emotion recognition dataset was collected from the repository of
images for both basic and compound emotions presented in [2]. This repository contains a
total of 5060 images of 230 persons (subjects), out of which 1610 images contain basic
emotions while 3450 images have compound emotions. Each image of a subject has a
combination of action units and 78 fiducial facial points as described in Table 1. There is a
total of 22 emotions out of which 7 are basic emotions and 15 are compound emotions. Basic
emotions include neutral, angry, disgusted, sad, happy, surprised, and fearful as shown in
Figure 5.

Table 1: Total number of images of all emotions (basic, compound), total facial points of
the individual subject, total action units, total number of persons and face pose from the

front

Total No. of Images 5060
Basic emotion images 1610
Compound emotion images 3450
Mixed emotion images 5060
Total facial points of individual subject 78
Total action units 26
No. of persons 230
Face pose Front

Proposed Approach: The approach, presented in this paper, uses novel features of the slope
table along with existing features using a Support Vector Machine (SVM) to achieve the best
result in terms of percentage accuracy and execution time among existing approaches. The
classifier is trained using features of either existing approaches or proposed approaches),
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fiducial points and action units of the training images (converted to grayscale). Then the
trained classifier is used to categorize test images into two distinct categories, where category
1 corresponds to neutral, and category 2 corresponds to different basic and compound
emotions.

Equation (1) shows that the Feature Vector (FV) along with Fiducial Facial Points and
Action Units available in the data set of the training images are given to the classifier for
training.

Trained Classifier = Classifier (FV (1i), FP (1i), AU (1)), (1)

Where 1=1 = N, N = 5060,

FV (i) is the Feature Vector of the ith training image,

FP(Ii) is the Fiducial Facial Points of ith training image,

AU(M) is the Action Units of ith training image.

To detect the emotion of a given test image Itest, the FV of this test image is computed
and given to the trained classifier along with fiducial feature points and action units as shown
in equation (2). The trained classifier categorizes the image into 22 categories of emotions
including basic and compound emotions. These categories are as follows: Neutral, Angry,
Disgusted, Sad, Happy, Surprised, Fearful, Happily Disgusted, Happily Surprised, Sadly
Disgusted, Sadly Surprised, Sadly Angry, Sadly Fearful, Fearfully Disgusted, Fearfully
Surprised, Fearfully Angry, Angrily Disgusted, Angrily Surprised, Disgustedly Surprised,
Appalled, Hatred and Awed.

Categoryi<j<a = g mﬂﬁdc}??}ii;fﬁ[‘; ((}it;))) (2)

Where FV(I.) is the Feature Vector of the test image,

FP (Les) is the Fiducial Facial Points of the test image,

AU (L) is the Action Units of the test image.

Fusion of Features:

A novel feature of the slope table is fused with the existing features including action
units, length-to-width ratio of right and left eye, angles, area of triangle, ratios of triangles, and
histogram of gradients for facial expression recognition. The slope table is a shape-based
feature that varies significantly with the change in different emotions of the same subject. The
slope table of the left eye, right eye, and lips is used to recognize the facial expression as a
feature. The intuition for using this feature comes with the change in slopes (calculated using
fiducial facial point and centroid) of different boundary points of the left eye, right eye, and
lips with the changing emotions.

The boundary points of the left eye, right eye, and lips are already given as fiducial
facial points in the repository of images [2]. The centroid of each facial component i.e., left
eye, right eye, and lips is calculated by the formula given in equation (3). Hence, for each face,
three centroids are calculated, first for the left eye, second for the right eye, and third for lips.

c=(Cu,cy) = (Zx@/n,z%_/n) (3)

Let pi be the distance between the centroid and the ith boundary point that is
calculated with the help of the Euclidean Distance formula. The slope of the ith boundary is
calculated with the help of equation (4).

m = tan = pix/piy 4

Where pix is the distance along the x-axis of the boundary point to the centroid and
piy is the distance along the y-axis of the boundary point to the centroid.

The calculated slopes of each point are stored in the slope table of that facial
component as shown in Figure 1. The slope table for each facial component i.e., left eye, right
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eye, and lips is calculated separately, hence, three slope tables were used for each face. The
eyes and lips have a boundary of 8 points and the nose have 4 points.
Action Units:

In this section, geometric features including action units, such as the length-the-to-
width ratio of right and left eye, angles, area of triangle, ratios of triangles, and histogram of
gradients are trained and tested using various classifiers including Naive Bayes, Neural
Networks, and Decision Table on a data set provided by [2]. The combination of these features
along with Naive Bayes, Neural Network, and Decision Table laid down the foundation of
various approaches named Fab [36], Azm [37], and Jian [38] respectively.

Action units have been used in various existing papers including [36][39][40][41] and
[42] whereas the concept of geometric features has been introduced and implemented in
[43][44]. The concept of angles computed using facial fiducial points has been introduced in
[45]. Ekman and Friesen introduced a Facial Action coding system in which facial expression
can be detected with the help of action units corresponding to different facial muscles [12].
The action units, AU4, AU7, AU5, and AU23 are specified universally for anger. The action
unit AU4 is for brow lowered, the AU7 tells about lid tightening, the AU5 expresses about
upper lid raiser while the action unit AU23 states lip tightened [3] as shown in Figure 2. We
got a complete dataset by [2] in which basic and compound emotions were predefined for
every individual according to the combination of their action units. Hence, action units can be
used as a strong feature for the detection of both basic and compound emotions.

The ratio of Length to Width of Right and Left Eye:

The ratio of length to width of the right and left eye not only serves as a strong feature but
also helps in scale-invariant emotion recognition [37][44]. Eyes length and width can be
calculated by the FEuclidean distance formula as shown in equation (5).

Egye length or Eye width = \/(xa — x1)% + (y2 — 11)? (3)

The fiducial facial points (x, y) are given as input along with images and action units.
Area of a Triangle:

The area under the dotted points [40] (as shown in Figure. 1) changes significantly with
the change in different emotions, hence it can be used as a strong feature for the detection of
both basic and compound emotions. The area under the dotted points is calculated using
Equation 6 as written below:

Area of triangle = /(s x (s —a)(s —b)(s —¢c)) (6)

The s can be calculated by equation (7).

o (a+b+c) e
2

Where s is the average length of the sides of a triangle. The length of sides of a triangle
a, b, and c is calculated using the Euclidean distance formula.

Ratio of Area of Triangles:

The ratio of the area of triangles [46] not only serves as a strong feature but also helps
in making the emotion recognition scale invariant.

. The ratio of the following triangles is used in the left eyebrow: (A19,23,6) / (A19,23,2),

(A19,23,6)/(A19,23,35), (A23,6,35)/(A19,23,35).

. The ratio of the following triangles is used in the right eyebrow: (A11,27,31) /

(A27,35,11), (A11,27,31) / (A27,31,15), (A27,35,11) / (A27,31,35).

. The ratio of the following triangles is used in the left eye: (A4,8,0) / (A4,2,8), (A4,2,8)

/ (A4,8,9), (A4,8,7) / (A4,8,9).

. The ratio of the following triangles is used in the right eye: (A13,11,17) / (A13,15,17),

(A13,11,17) / (A13,17,18), (A13,11,17) / (A13,17,10).
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. The ratio of the following triangles is used in lips: (A50,62,54) / (A51,62,53),
(A50,62,54) / (A51,56,53), (A51,56,53) / (A50,56,54).
The fiducial facial points along with their numbers, triangles, and angles are marked in
Figure 4.

(2): fiducial points (b): triangles (c): angles
Figure 4: (a). fiducial points (b). triangle (c). angles

Angles:

Angles can help in detecting facial expressions as the angles of a face change frequently
with the change in emotions [47]. Different angles have been identified in this approach that
exhibit change for different emotions (basic and compound) of the same subject, hence
making it a strong feature for the detection of both basic and compound emotions. Angles are
calculated using the following equations (8-10).

_ 1
a=cos 2xbxc ®)
2., 2 2
(@t 4t =)
B = cos 2xaxe ©)
(@4t
V= cos 2xaxb (10)

Where a, b, ¢ can be calculated using Euclidean distance formula.

The angles used for both left and right eyes and lips are: <23,35,6, <27,35,11, <19,6,2,
<60,54,61, <58,50,63, <31,11,15 and <50,71,54.

Histogram of Gradients (HOG):

A histogram of gradient direction [37] is used as a feature for the detection of basic
and compound emotions. This choice is motivated by observing how the gradient direction
changes across various fiducial points as emotions change. Essentially, this feature aims to
assess image slopes by computing their derivatives and subsequently determining the gradient
direction, as illustrated in Equation (11).

&) (an

Gradient Direction = tan™"(

Histogram can be computed from values of gradient directions as shown in equation
(12).

H = hist (6) (12)
Local-Based Approach (LB):

In the local-based approach [48], the face image is divided into various local regions
that are given to Kernel Subclass Discriminant Analysis (KSDA) and nearest-mean classifier
to classify emotions.

Discriminant Analysis Based Approach (DA):

This section contains a discriminant analysis based existing state-of-the-art approach
that uses a combination of shape and appearance feature space [2]. The approach achieves an
accuracy of 96.86% for basic emotions and 76.91% for both basic and compound emotions
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using 10-fold cross-validation. However, it is noted that these values are lower than those attained
by the proposed approach in this paper.
Support Vector Machine (SVM):

Support Vector Machine is employed in this paper for the detection of human fall
events. The diverse features outlined in the "Features Used for Fall Detection" section are fed
into the SVM for classifying human falls, with the results presented in the "Experiments on
Du Dataset - Comp Em" section. SVM, a pattern classification algorithm pioneered by V.
Vapnik and his team at AT&T Bell Labs [49] is utilized for this purpose. This method maps
the data into higher dimensional input space and constructs an optimal plane separating the
hyper-plane in this space. From a perspective of implementation, Support Vector Machine
training is equivalent to solving a Quadratic Programming (QP) problem with linear
constrained, in which the number of variables is equal to the number of data points. In [50],
Foroughi et al. 2008 implemented a support vector machine for the classification of the event
either as a fall or as no fall using a feature-based approach and achieved a reliable recognition
rate of 88.08%. Various other human fall detection systems use Support Vector Machines for
the classification of fall events (by their features) [51][52][53]. As a result of the extensive
utilization of Support Vector Machines (SVMs) within human fall detection systems, we have
incorporated them into our study. Leveraging the features outlined in the "Features Used for Fall
Detection" section, we implemented SVMs and produced outcomes in terms of both accuracy
percentages and computational efficiency. These results serve as a benchmark for comparison against
our proposed methodology, which integrates motion, geometric orientation, and geometric location-
based features through boosting with J48 (referred to as F M-GO-GL boosting-]48), as delineated in
the "Experiments and Results" section.

Results and Discussion:

Experiment 1: Comparison with Existing Approaches:

The section presents the comparison of the proposed approach PA SVM with six state-of-
the-art existing approaches including Fab [36], Azm [37], Jain [38], LB [48], and DA [2]. The
proposed approach PA SVM uses a fusion of geometric, holistic, and shape-based features
with a supervised learning algorithm of Support Vector Machine (SVM).

Two experiments were conducted on the dataset [2] with 10-fold cross-validation. As
the dataset [2] has 7 basic and 15 compound emotions as shown in Figure 6, hence, it is a
multiclass problem with 7, 15, and 22 categories for basic, compound, and combined (basic
and compound) emotions, respectively. Table 2 and Figure 7 show that the proposed
approach PA SVM outperforms the existing approaches in terms of percentage accuracy. The
reason may be the use of novel features of slope tables in our proposed approach. As the
number of categories (classes) increases from basic to combined, the percentage accuracy of
existing approaches decreases more rapidly than the proposed approach. This happens due to
the stable performance of the Support Vector Machine over the increase in classes as
compared to other classifiers including Naive Bayes, Neural Network, and Decision Table. It
is also observed that the proposed approach PA SVM has better time efficiency i.e., less
execution time as compared to the existing approaches of Jain and Azm. The increase in time
efficiency can be due to the fast training and testing time of SVM [54].

June 2024 | Vol 6 | Issue 2 Page | 763



OPEN (2 ACCESS . . . .
© International Journal of Innovations in Science & Technology

(a) Nautral

(d) Faar

£
-

- 4 N
(2) Angry (f) Surprisa (g) Disgustad
Figure 5: Basic emotions of the subject [2]
Experiment 2: Comparison with Deep Neural Network (NIN) Architecture:

The study compares our proposed approach with state-of-the-art deep NN
architecture as shown in Figure 8. Deep NN architecture is computationally more expensive
and requires more training time and data. In comparison, our approach is much simpler, yet
gives us classification accuracy comparable to the deep learning-based approaches [55].
Experiment 3: Comparison with Existing Classifiers:

The comparison of the proposed approach PA SVM has also been provided with
existing classifiers including Naive Bayes, Neural Network, AdaBoost, Decision Table,
Nearest-Neighbor- like Algorithm using Non-Nested Generalized Exemplars (NNge), and
J48 using the same set of proposed features.

Table 3 and Figure 7 show that the percentage accuracy of the Support Vector
Machine of the proposed approach is significantly higher than the existing classifiers including
Naive Bayes, Neural Network, AdaBoost, Decision Table, NNge, and J48 using the same
combination of proposed features. It can also be observed that as the number of classes
increases from basic to combined, the percentage accuracy of each existing classifier decreases
more rapidly as compared to the proposed classifier i.e., SVM. The SVM also shows increased
time efficiency as compared to Neural Network, Decision Table, NNge, and J48.

System Specifications:

The system uses Windows 8.1 Pro 64-bit Operating System. The processor
specifications of a system are Intel (R) Core (TM) i3-3110M CPU @2.40GHz while RAM size
is 4096 MB. The classifiers were executed on Weka 3.8.2.

Conclusion and Future Work:

Facial emotion recognition has been an area of high interest in the past. In the last
three to five years, the focus has been extended to compound emotions and researchers are
coming up with novel ideas and approaches for their recognition. Our proposed approach
uses the feature-based system for compound emotion recognition using a Support Vector
Machine (SVM). These features include action units, angles, triangles, ratios of length to width
of eyes and lips, ratios of angles, ratios of triangles, regional properties, histogram of gradients,
and slope table. It can be concluded that the proposed approach outperforms the existing
approaches of Fab, Azm, Jain, LB, and DA both in terms of percentage accuracy and time
efficiency. Moreover, the Support Vector Machine of the proposed approach outperforms the
existing classifiers both in terms of percentage accuracy and time efficiency.

It can also be safely concluded that feature-based approaches using machine learning
techniques seem to provide promising results in the future. The work can be extended to
further improve the percentage accuracy and time efficiency of compound emotion
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recognition. Besides, proposing more novel and robust features, the development of large
image repositories is also important in improving the percentage accuracy of emotions.
Initially, the facial emotion categories were 7, i.e., only basic emotions were discovered.
However, with the addition of compound emotions, the total number of categories increased
to 22. As the number of categories increases, the data requirements also increase exponentially.
Hence, the availability of large data sets will be a significant requirement in the future.

The focus of research should also be extended to compound emotion recognition of
different regions including Asian, Sub-continent, Chinese, American, and African American.
Besides, working on frontal faces, the algorithms and techniques should also be developed for
non-frontal faces. The system should further be tested on different fiducial facial point
algorithms including Active Shape Model (ASM), BoRMaN, and LLocal Evidence Aggregation
for Regression-based facial point detection (LEAR). The addition of night vision functionality
and robustness against light variation to the proposed system can be an important extension

of the system.

(3) HappilyDisgusted  (b) Happily Susprised (c)Sadly Diszusted  (d) Sadly Susprisad

' | ' '

() Sadlv Anarv (f) Sadly Fearful (2) Fearfully Diszusted  (h) Fearfully Susprisad
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Figure 6: .Cc.)rr;pound‘emo.tions-o.f the subject [2]

June 2024 | Vol 6 | Issue 2 Page | 765



150

100¢

501

International Journal of Innovations in Science & Technology

150

OPEN 8ACCESS
T T

100+

501

) 9000 z
- B )
C 3]
— : mc,
. . 7000 N 6|
® q p
€ ¢ 2
z " _ i 6000
A ;
R g N 5000 F;
S H
s 4000
29 B~
- 4]
3000
2000
1000 - w3 -
@ o= e T e o n
g =g n e SR
- 0 S 5 - - T = Vo=

(a) (b)

Figure 7: Figure showing a comparison of existing approaches including Fab, Azm, Jain,
LB, DA, and proposed approach PA SVM with 10-fold cross-validation. a) Comparison in
terms of Percentage Accuracy b) Comparison in terms of Time (in sec). B = Basic, C, =

2.55
g5.39
68.93
273

F.62
7.59

Compound, C, = Combined

' ' 1000 T
N :
900+ (| Cp
kL

800+

700t

6001

733

500+

85.75
G2.69

400t

300¢

2001

100f 3% s :
s | Z38 Bex Rde am ge
- 0 | ggc nafl ~zA cEe Sud

(al (b)

Figure 8: The comparison of Proposed Classifier SVM with the existing classifiers using the
same combination of proposed features with 10-fold cross-validation. a) Comparison in
terms of Percentage Accuracy b) Comparison in terms of Time (in sec). B = Basic, C, =

Compound, C, = Combined

June 2024 | Vol 6 | Issue 2 Page | 766



A
OPEN (2 ACCESS

International Journal of Innovations in Science & Technology

Table 2: Results of existing approaches including Fab, Azm, Jain, LB, DA, and proposed approach PA SVM in terms of percentage
accuracy and time with 10-fold cross-validation. B = Basic, Cp = Compound, Cb = Combined, NB = Naive Bayes, NN = Neural
Network, DT = Decision Table, A = Percentage Accuracy, T = Time in seconds

Existing Approach Proposed Approach
Fab Azm Jain LB DA PA SVM
B Cp OCb B Cp Cb B Cp Cb B Cp Cbhb B Cp Cb B Cp Cb
A 8273 40.67 44.72 9826 5159 52.83 91.68 56.26 60.89 83.3 48.2 96.86 76.91 98.57 7299  77.33
T 0.69 011 1.6 4054.55 6735.82 7554.34 1591 44.48 106.67 5.08 12.59 6.08
Table 3: Comparison of SVM of Proposed Approach with the existing classifiers using the same combination of proposed features

in terms of percentage accuracy and time with 10-fold cross-validation. B = Basic, Cp = Compound, Cb = Combined, NB = Naive
Bayes, NN = Neural Network, DT = Decision Table, A = Percentage Accuracy, T = Time in seconds

Existing Approach Proposed Approach
NB NN Ada DT NNg J48 PV SVM
B Cp OCb B Cp Cb B Cp Cb B Cp Cb B Cp Cb B Cp Cb B Cp Cb
A 8255 43.62 47.59 9839 68.93 7273 28.57 13.28 9.09 91.68 56.26 61.26 96.4 58.75 62.69 96.77 65.52 67.53 98.57 7299  77.33
T 0.08 0.13 0.35 414.46 581.39 840.69 0.14 0.48 0.95 7.52 16.86 28.41 2.27 10.83 169 0.63 8.19 9.32 0.79 5.21 8.16
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