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his research is a multi-text categorization based on a collection of Pakistani political texts. 
The major goal of this research is to use Natural Language Processing (NLP) and Machine 
Learning classification models to categorize multi-text for Urdu. Political tweets from 13 

different Pakistani famous leaders were collected for this research. These politicians make use 
of the platform to promote themselves and engage with their supporters. To analyze the model 
accuracy the desired dataset is divided into six categories which have been composed of their 
official Twitter account. We also collect top trends from Pakistan and around the world to 
examine current trends regularly. In the proposed research, the major political corpus data 
comprises 1300+ tweets in the Urdu language, encompassing political policies, campaigns, 
opinions, and so on. Sentiment analysis is an essential component of every deep learning 
approach. For that, we have used the deep learning approach i.e. sentiment analysis of the 
politician since it provides insight into their moods and views on a certain topic. Furthermore, 
text corpus pre-processing is conducted utilizing NLP techniques, such as data cleaning, data 
balancing, and stop word removal. TF-IDF is used as word filtering for feature extraction count 
vectors. Machine Learning classification algorithms such as SVM, Decision Tree, XGboost, and 
Random Forest, and for implementation of neural network we have used Word2vector. 
Keywords: Political Emotions, Sentiment Analysis, Exploring, Urdu Tweets, Social Media, 
Political Discourse, Emotion Detection, Computational Linguistics, Urdu Language. 
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Introduction: 
Sentiment analysis in politics uses Natural Language Processing (NLP) and linguistic 

computing to understand how people feel about a political term [1]. Textual data mining is used 
to identify linguistic patterns that reveal an individual’s emotional, affective, cognitive state, 
attitude toward something or someone, personality traits, and other psychological constructs. 
Sentiment analysis can be used to gauge the response of the masses towards a politician’s 
political attitude on any topic. For example, if people are satisfied with the stance of a political 
leader on a specific policy matter, the same is expressed in their views which may be propagated 
through various mediums such as interviews, Facebook posts, tweets, etc. Gathering and 
analyzing the political sentiments of the masses is important, as public opinion has a significant 
impact on elections and policy. It enables citizens’ views to be analyzed. Anger and delight are 
the two most commonly expressed emotions in politics. These feelings can be found on both 
sides of the political aisle, but they are often aimed at politicians [1][2]. 

Looking at the classical methods that were used previously were mainly based on 
traditional surveys. The purpose of conducting political surveys is to understand registered 
voters’ opinions and emotions. Many different groups, including political parties, Political action 
committees, consultants, council members, state departments, local school districts, and 
candidates, use questionnaires of this type. Political survey questions can be used to learn more 
about the base of support and the wants and requirements of the general populace. By asking 
voters these questions, political campaigns and activist groups can better understand their voters’ 
priorities and develop policies that are more likely to win their support. In addition, such surveys 
can better understand the political environment and political campaign strategies and increase 
support from potential voters [3]. However, extensive surveys need considerable money and 
time. Political parties now emphasize the use of social media as a better and cheaper alternative 
for the collection and analysis of political sentiments. Social media provides a powerfutool for 
monitoring and analyzing political sentiments/opinions, resulting in an increased focus on social 
media platforms from political parties. Recent years have seen a dramatic increase in the use of 
Twitter as a platform from which political opinions may be shared and a conversation with 
ordinary citizens can occur. 

In recent times, text mining has become more relevant due to the abundance of various 
data kinds from various sources, primarily in the form of semi-structured and un-structured data. 
The main objective of text mining is to enable users to extract data from diverse sources and 
then carry out a variety of activities, including data retrieval and classification (supervised, 
unsupervised, and semi-supervised), data mining, and NLP for automatic classification [4]. 
Political sentiment analysis has been the subject of multiple research projects in various 
languages, including English, German, Chinese, and others [5]. The 2009 German federal 
election was the primary focus as discussed by the Tumasjan et al. [6]. Twitter was used to 
monitor public opinion and predict the outcome of the election. In the neighborhood of a 
hundred thousand tweets, they looked for mentions of politicians or political parties. They 
analyzed the tweets for sentiment using the LIWC2007 tool LIWC is a reliable text analysis 
program designed to extract emotions, ideas, and personality from their actual text. They 
reasoned that the more tweets a candidate had, the better their chances of being elected. Online 
sentiment analysis was performed by [7] to predict the percentage of votes each contender will 
receive in the 2011 Singapore presidential election. Using Twitter data, [8] demonstrated a real-
time sentiment application system for the 2012 US presidential election. 

According to Ringsquandl et al. [5], the campaign on Twitter of the presidential 
candidates from the Republican Party was examined. The authors of the study came to the 
conclusion that politicians and the topics they address have a stable semantic link by combining 
the frequency of noun phrases with their PMI value and placing a constraint on aspect 
extraction. This new notion was presented in their study. Arabic text classification using the 
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WEKA software was utilized to center on the 2012 Egyptian presidential elections [9]. The 
scientists concluded that, of the various methods they tested, the Naive Bayesian approach was 
the most accurate and error-free. The purpose of studying Hindi tweets prior to India's 2016 
general state election was to enable informed prediction-making [10]. They extracted 42,235 
Hindi tweets from the Twitter Archiver, analyzed them using the SVM, dictionary-based, and 
Naive Bayes approach, and categorized them as “positive” “negative” or “neutral.” Based on 
the results, the SVM predicted that the BJP had a 78.4 percent chance of winning additional 
seats in the general election as a result of the strong emotional response they received in their 
tweets. The Indian National Congress came in second with 26 out of 126 constituencies in the 
2016 general election, while the Bharatiya Janata Party (BJP) won 60. This was significantly 
higher than any other political party [10]. 

Urdu is categorized as an Indo-Aryan language and is spoken extensively throughout 
South Asia. In addition to being the official language of Pakistan, it is also one of 22 languages 
on India’s schedule that enjoy de jure official status. Nepal too has its own regional dialect of 
Urdu. Over 70 million people use it as their first language and over 100 million people use it as 
a second language, mostly in Pakistan and India [11]. Even though English is the de facto social 
media language, people all around the globe still prefer to keep their words to themselves. Social 
media users ought to have the ability to communicate in a variety of languages, including Urdu, 
in addition to English. A major language in South Asia, Urdu is spoken by a huge number of 
native speakers. The absence of a conventional writing system in Urdu, however, makes it 
challenging to extract valuable information from written texts. Urdu sentiment analysis is still in 
its early stages, and the field of digital linguistics is booming, although studies on the language 
are few and far between [12][13]. This study lays the groundwork for future research into the 
feasibility of using Twitter to assess public sentiment on Urdu politics. Examining the sentiments 
expressed in the tweets collected for this study allowed us to identify their polarity, whether they 
were good or negative. Our contribution through this research is that we have created the “Urdu 
Sentiment Corpus (USC)” dataset and insights from Urdu tweets for sentiment analysis and 
polarity recognition. The dataset comprises tweets that cast a political shadow and present a 
competitive climate between political parties and the Pakistani government. We have gathered 
the tweets manually without using any application programming interface (API) or Python 
library. Approximately 1300 tweets were collected from the Urdu language from thirteen 
different Pakistani Politicians, with 702 entries being positive (P) and 613 being negative (n), as 
shown in Figure1. 

 
Figure 1: Total Number of Corpus (1300 Tweets) 

This research describes visual insights into literary similarities, manifold learning, and 
other topics. In addition, this research proposed a Parts-of-Speech-wise analysis and applied 
Machine Learning (ML) algorithms, i.e., Logistic Regression, Decision Tree Classifier, Xgboost, 
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Random Forest, and word2vector, on Urdu texts. We have investigated different approaches for 
developing Urdu-based sentiment analysis applications. Some of the factors that we considered 
and accounted for through this research are as follows: 1) Improving political sentiment 
classification accuracy. 2). Recognizing and classifying emotions in Urdu tweets is a challenging 
task. 3). Different machine learning and deep learning techniques were investigated for Urdu 
sentiment analysis. 
Methodology: 
The Dataset: 

This section discusses the dataset’s history, data gathering process, problems, and the 
dataset cleaning procedure, followed by the data labeling mechanism. 
Background: 

The tweets were gathered on February 17, 2022. Mr. Imran Khan, Chairman of Pakistan 
reek-e-Insaf (PTI), was the 22nd Prime Minister of the Islamic Republic of Pakistan during the 
period given. Meanwhile, other opposition groups such as the Pakistan Muslim League (PML-
N), Pakistan People’s Party (PPP), and Jamiat Ulema-e-Islam (F), among others, were criticizing 
the government and forming the Pakistan Democratic Organization (PDM), a political 
movement in Pakistan. It was formed in September. 

 
Figure 2: General Methodology 

2020 as an opposition alliance against Prime Minister Imran Khan, accusing his 
administration of manipulating the 2018 Pakistani general election, bad governance, political 
persecution of opponents, and mismanagement of the economy and foreign affairs. Several 
dissidents from Khan’s Pakistan Tehreek-e-Insaf (PTI) also joined the battle. The campaign 
successfully ousted Imran Khan in a no-confidence vote on April 10, 2022. As a result, the 
NNational Assembly of Pakistan chose Mr. Shehbaz Sharif as the 23rd Prime Minister of the 
Islamic Republic of Pakistan. Imran Khan said the U.S. was behind his ouster because he 
pursued an independent foreign policy and maintained close relations with China and Russia. 
His expulsion sparked outrage among his supporters across Pakistan. Imran Khan said that the 
PTI would begin the anti-government march. Although the data presented in the dataset exhibit 
a competitive political attire, we cannot say the political showcase dominates the entire dataset. 
Twitter Top Trends: 

Based on who you follow, your interests, and your location, an algorithm creates trends 
that are tailored to you. To help you find the most talked-about new topics on Twitter, this 
algorithm finds popular topics right now, not ones that have been popular for a long or even 
every day. One of the factors the algorithm takes into account while ranking and zrecognizing 
trends is the number of Tweets connected to them. Additionally, if trends and hashtags are 
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connected to the same topic, an algorithm will group them [14]. Some trends may include a # 
indicator before the word or phrase. This is known as a hashtag, and it is used primarily in 
Tweets to identify them as related to a given topic so that others can follow the conversation in 
search. In our research, we have occasionally collected top trends in Pakistan and worldwide. 
Figure 3 shows some people's political interest, which changes with time. These trends are 
managed manually. 

 
Figure 3: Top Trends on Twitter (Pakistan and Worldwide) 

Data Collection and Challenges: 
Most previous papers extract data, i.e., tweets, through API and some Python libraries. 

Our research gathers the tweets manually without using any API or Python library. 
Approximately 13K+ tweets were collected in the Urdu language from thirteen different 
Pakistani Politicians. Figure 4 shows the overall view of the dataset, which was collected 
manually from Twitter. Although it can be seen as overwhelming in size, there are significant 
challenges in dealing with the data, which are listed below: 
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Figure 4: Urdu Tweets Dataset 

Word Segmentation: 
One of the most challenging difficulties to solve is in Urdu (or any Perso-Arabic script 

language, such as Sindhi) or English words. It commonly happens when a user searches the 
Urdu corpus for English terms. The reader may read the word/words without difficulty, but the 
total corpus/words are treated as a single token for the computing task [15]. 
Duplicate Data: 

While collecting the tweets, some of them were duplicated. Later, while training the 
desired dataset, these duplicated data were removed. 
Has-Tags: 

As discussed previously, a hashtag is a term or phrase that begins with the # symbol and 
is used to classify and associate any text/tweet with a trend/topic. Similarly, has-tags can produce 
a redundant set of tweets if these are added in replies. 
Data Preparation and Cleaning: 

Following the completion of the tweet collection activity, the procedure of data cleaning 
begins. While collecting tweets, we manually cleaned the data formally. Still, there were some 
regular expressions and URLs left. The issues are resolved in two steps. Thus, for a tweet, the 
first step involves the removal of URL anchors, Twitter handles, and has-tags therein, through 
the utilization of Regular Expressions, such that doing so will transform into the modified tweet 
[16]. Let Θ (β, Γ) be the function that takes a RegEx pattern B and text and gives you the ∆τ in 
return. In the next step, ∆τ is inducted into a hash-set (H) to gather the unique set of tweets. 
Algorithm1 defines the whole process applied to the entire collection of tweets T, such that T 
= T1, T2 Tn. 

 
We have employed the has-set because, under the hash function, the redundant tweets 

collide to have the final result in the form of a set of separate tweets. Dictionaries or hash maps 
can be used as an alternative to hashsets. Lastly, we have tokenized the dataset and extracted the 
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distinct words in the corpus. Then we manually performed the segmentation on the tokens, 
where space was not in-serted after non-joiners. 
Data Labelling: 

We created the ’Urdu Sentiment Corpus (USC)’ dataset and insights from Urdu tweets 
for sentiment analysis and polarity recognition as part of this research. The dataset is composed 
of tweets that cast a political shadow and present a competitive climate between political parties 
and the Pakistani government. Overall, the dataset contains around 1300+ tokens, with 702 
entries being positive and 613 being negative. In addition, this research describes visual insights 
into literary similarities, manifold learning, and other topics. 

Each tweet in the dataset was manually labeled with two sentiments, i.e., Positive (P) and 
Negative (N). The label was considered positive, where the corpus shows the good aspects of a 
situation based on thought, feelings, and judgment. On the other hand, the negative sentiment 
shows the facts, concerns, or experiences based on unpleasant moments, and depressing and 
emotional idealism. 
Sentiment Analysis on Individual Behavior: 

They are starting from the assumption that the factors orienting political choices are 
always heterogeneous and multidimensional. Since Pakistan’s inception, the improper 
functioning of political parties, ineffective leadership, and dismemberment of units have been 
significant contributors to a paralyzed political system, which has resulted in a slew of problems 
such as poverty, unemployment, crime, low women’s status, child marriage, rape, and gender 
inequality. These are Pakistan’s social difficulties, which, if addressed, may make a living more 
comfortable and society more productive. 

This research study explores an individual’s political tweets, allowing us to understand 
their sentiment regarding a specific theme. For that, we took two famous and well-known 
Pakistani politicians. Politician 1 and Politician 2. In this research, we haven’t mentioned their 
names—why we are not targeting a specific political party or person. As we have already said, 
this research is entirely based on manually extracted data from their official Twitter accounts. 
We explored the political factors influencing politicians' attitudes and behavior through these 
tweets. According to their tweets, the latest development in Pakistani politics changes their 
behavior from the first phase. We have collected little tweets. But it shows the limits of a 
superficial inquiry, as established by looking at a lot of data. So, for future research, it might be 
useful to use a different technique to realize a comparison and to see if the size of the sample 
under consideration and the depth of the analytic technique can alter the results and the 
subsequent consideration. Based on political advancement and leading aspects, Figure 5 shows 
the tweets of both politicians’ actions. 
Machine Learning Classification Algorithms: 

A dataset will often have significant particulars that may be utilized for generating 
decisions quickly. No system can make intelligent decisions in the absence of the classification 
of such datasets. Therefore, classification algorithms make the process easier by removing 
unnecessary steps, identifying important data categories, and generating valuable models. Each 
of the relevant papers can be classified into one of three different groups: supervised, 
unsupervised, or semi-supervised. Texts may be classified using a variety of different 
approaches, including SVM, KNN, Logistic Regression, and Decision Trees, among others. 
Word2vec was utilized for data evaluation in the present research; specifically, for the Support 
Vector Machine (SVM), Decision Trees, XGBoost, Random Forest, and neural network. 
SVM Classifier: 

A supervised machine learning approach for text categorization that was presented by 
Salton et al. [17] provides a framework for the SVM. For text classification, SVM has been 
selected by several researchers. for instance, The SVM has several benefits, including excellent 
accuracy and a lower risk of overfitting. SVM are great for text classification jobs due to their 
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speed and ability to come up with solutions on the fly. It is also categorized as a technique for 
categorizing data as linear or non-linear, to put it another way. The SVM method employs a 
non-linear mapping methodology to transfer linear training data into a higher dimension and 
look for linear optimum separation hyperplanes [18]. 

 
Figure 5: Political Behavior on Individual Personality 

Logistic Regression: 
Logistic regression, often known as Linear Regression, is a classification issue solution. 

Its predictive analysis is based on probability. The sigmoid function, which is one of the more 
sophisticated algorithms, is the most commonly employed in Logistic Regression [19]. 
According to this study, Linear Regression fared well on text categorization, ranking first among 
all classification algorithms with an accuracy of 85%. 
Decision Tree Classifier: 

The decision tree algorithm is a supervised learning technique used in machine learning. 
The If-then rule structure on which it is based makes it easy to use. The ability to comprehend 
results and deal with relationships between features are two of the decision tree’s strongest suits. 
Not only does it function well with numerical data, but also with text and other types of data. 
Avoiding overfitting in decision trees is possible through a process called “tree pruning” [20]. 
XGBoost Classification: 

The supervised learning algorithm XGBoost (Extreme Gradient Boosting) is widely 
used. On a predefined Urdu dataset, we have utilized it for regression and classification. It uses 
a training method that is extremely scalable and avoids overfitting by building short decision 
trees consecutively [21]. Wrapper classes are provided by XGBoost so that models may be used 
in the Scikit-learn environment in the same way as classifiers and regressors are. Therefore, the 
entire Scikit-learn package may be used with XGBoost models. 
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Random Forest Classifier: 
It can classify data and run regressions. A decision tree is built on the training side. From 

each tree, it predicts the means of regression and classification and assigns classes. The idea 
behind Random Forest is that features are selected at random during induction and that the 
classification it generates is based on a random selection of data points/samples from the 
training data. As far as text classification algorithms go, this study is the third. In order to create 
different decision trees, it uses random subspace and tree bagging methods, as well as randomly 
selected data samples from the training data [18]. Here, separate trees are built using random 
samples, and the classification decision is anticipated to be made by each tree in the random 
forest. The tagged data is permitted to traverse the trees once the entire forest has been built. 
Now we get to the proximities; two occurrences are considered closer together by one if they 
both occur on the same leaf node. The total number of trees in the forest is used to adjust the 
proximities [22]. 
Word2vec and TF-IDF: 

The algorithm has difficulty processing raw text and can only make sense of numerical 
data. Therefore, as a first step, we must transform the plain text into numerical form. NLP can 
help change the raw text into vectors [23]. The feature generated by word embedding features 
dense and low-dimensional, while the part caused by TF-IDF is sparse and high-dimensional. 
So, it’s also an outstanding example of semantic meaning. 

Word2vec embedding, developed by Google in 2013, is one of the significant advances. 
Word2vec’s embedding superiority over TF-IDF is the determining factor in many situations 
[24][25]. In 2017, the Transformer network was introduced, and after extensive study, the 
Research, Bidirectional Encoder Representation from Transformer, was published (BERT). 
Word2vec: 

As a single-hidden-layer neural network model, word2vec is essential. Each word in the 
sentences or corpus has its neighboring words predicted. The model’s hidden layer’s learning 
weights can act as word embeddings. Thus, we’ll need to get them. Word2vec, in its simplest 
form, transforms a word or phrase into a vector in D-dimensional space [26]. 

The purpose of pre-processing data is to organize it into a collection of word arrays, 
which enables additional pre-processing. Case folding, tokenization, stemming, stop-word 
removal, and padding are all pre-processing components. As a processing advantage, case 
folding converts all words to lowercase, making them uniform and suitable to be represented in 
the Word2Vec method in the same way they were before. The next step is tokenization [27], in 
which the text is split into smaller, more manageable chunks called tokens. Tokens might be 
symbols, phrases, or other discrete items with a clear meaning. The purpose of eliminating filler 
words is to narrow attention to only the most relevant terms in preparation for further 
processing. Lemmatization is a method for standardizing text that transforms each word into its 
stem form. The lemmatizer function from the Urdu Hack library is used in the research. During 
the preparation phase, padding is the last step. This is a crucial stage since it ensures that all LST 
training input papers are of the same length. Finally, all the documents in the data collection are 
under the minimum required word count. This occurs when the document’s size exceeds the 
maximum allowed length when the token” < pad >” is inserted [28]. 
Training of Word2vec: 

The author [29] recommends using Word2Vec. By using a neural network architecture, 
the Word2Vec training process allows the system to grab vector representations of words. The 
pre-processed Urdu political tweet data is used as the input for training the Word2Vec algorithm. 
Word2Vec takes as input a set of pre-processed Urdu political tweets and produces vector 
representations of each word. The creation of a vocabulary from input data is the first step in 
the process of developing a Word2Vec model. 
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After that, we learn a vector representation of the word. Both negative and positive 
sampling are utilized to evaluate the performance of the Word2Vec model embedded in this 
study. Figure 6 provides a visual breakdown of the various Word2Vec layouts. The original 
proposal for the hierarchical sigmoid function can be found in Morin et. al. [30], which proposes 
a binary tree structure of the vocabulary set with a word count (W), with each word represented 
by a leaf node and each node having a determined probability for its child nodes. The 
probabilities of the words are assigned using a random walk. Generative Adversarial Networks 
[31], presented negative sampling, which is predicated on the estimate of noise contrast; that is, 
a decent model should be able to distinguish between the genuine signal and the fake signal 
using logistic regression. The dimensions of word2vec are chosen to be in the range of 100 to 
300 since this is the range most frequently used in existing research. The features of high-
dimensional spaces are also lost if we choose dimensions smaller than 100. 

 
Figure 6: Word2vec Model Layers 

Word2vec Using LSTM: 
The LSTM is trained to develop a model for the sentiment classification model. On the 

other hand, testing aims to evaluate how well the classification model functioned after training 
[32]. By “word embedding,” we mean the technique of modeling a document’s vocabulary with 
a set of vectors. Word embeddings may be learned more easily with the help of the embedding 
layer. Glove and Word2Vec are two methods used to study word embeddings. The Word2Vec 
word embedding method [33]. 

The LSTM technique is a subset of the RNN series designed for processing models 
containing long input sequences. The RNN method builds on the foundation of regular feed-
forward neural networks. However, RNN models have problems with explosions and gradient 
vanishing. The LSTM model was developed to overcome these challenges. This capacity arises 
from the LSTM model cell memory, which helps maintain the system's current state [34]. 

In addition to the cell memory, the LSTM model has three gates: the input gate, the 
forget gate, and the output gate. The gate input specifies which bits of information are modified 
and delivered into the memory cell. The forget gate’s function is to determine whether or not 
the data being input and output is safe to proceed on. Forgetting happens if the forget gate’s 
output is near zero; retaining occurs if it’s close to one. As a result of this forget-fate operation, 
LSTM can deal with the exploding problem and the vanishing gradient problem. The state of 
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the cell is unaffected by the gate output; however, the date differentiates between the cell state 
and the valid information.  

 
Figure 7: Word2vec Model using LSTM 

Pooling Layer: 
The pooling layers compress the spatial input, which in turn decreases the number of 

network parameters and accelerates computation while also controlling overfitting. It is 
common practice for the pooling layer to use both maximum and average pooling. Their names 
suggest that maximum and average values are used in the respective methods. 
Fully Connected Layer: 

Given that the fully connected layer requires a vector as an input, a transformation from 
the pooling layer’s multidimensional array output is needed. 
Evaluation Metrics: 

An assessment metric quantifies a predictive model’s effectiveness. This process typically 
entails training a model on a data set, using the model to make predictions on a holdout data set 
that was not utilized during training, and then comparing the predicted values to the expected 
values in the holdout dataset [35]. In this research, we have different evaluation metrics as 
mentioned below; 
Precision: 

Precision is a measure of performance that is used in pattern recognition, information 
retrieval, and classification. (machine learning) to evaluate information that has been obtained 
from a dataset. In our case, we have used Urdu Political tweets. The purpose of the performance 
is to determine how many positive observations were predicted accurately as a proportion of all 
positive occurrences [36]. 
Recall: 

The recall is the ratio of correctly predicted positive observations to all observations in 
the actual class [37]. 
F1-Score: 

Precision and Recall are weighted to produce the F1 Score. True positives and false 
negatives are both factored into this score. F1 is typically more useful than accuracy, especially 
if your class distribution is not uniform, despite the fact that it is not as intuitively appealing. 
When the costs of false positives and false negatives are roughly equal, accuracy works best. It 
is more prudent to examine both Precision and Recall if the cost of false positives and false 
negatives is substantial [38]. 
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Accuracy: 
The proportion of the total set of data that was accurately predicted is how prediction 

accuracy is measured. More precisely, it is the ratio of the total number of positive and negative 
results divided by the total number of positive and negative results, which includes both true 
and false positives and negatives [39]. 
Results and Discussion: 

Several machine learning classifiers, selected for training text data classification, have 
been covered in this section. In this research, SVC classifiers are the most widely used supervised 
learning classifiers [18], Decision Tree [20], XG-Boost [21], and Random Forest. For the neural 
network, we have used Word2vec. Table 1 shows the Accuracy and other evaluation metrics 
results based on Precision, Recall, and F1-score, obtained through Urdu text classification from 
the corpus (Tweets). 

It is worthwhile to mention that the Logistic regression classifier attained the highest 
accuracy (overall) among the rest of the tested algorithms. The neural network i.e. word2vec has 
the lowest accuracy of all classifiers. Most of the models predicted well during the test on Urdu 
Tweets text data to analyze the efficiency and accuracy of each classification model. 

Sentiment analysis on Twitter can be viewed as a classification problem in which positive 
and negative tweets must be sorted into separate categories. As a result, we have used a variety 
of classifiers for the task, and we have checked their performance by measuring their Accuracy 
of prediction. Precision, Recall, and F1 Score are also calculated to measure performance. 
Parameters are derived from the confusion matrix. 

Table 1: Urdu Text Classification Result 

Models Sentiment Precision Recall F1-Score Support Accuracy 

SVM Classifier Negative 0.85 0.80 0.82 186 

0.84 on TF-IDF Vectorizer Positive 0.83 0.87 0.85 209 

Logistic Regression 
Classifier Negative 0.85 0.82 0.83 182 

0.85 on TF-IDF Vectorizer Positive 0.85 0.87 0.86 213 

Decision Tree Classifier Negative 0.58 0.82 0.68 125 

0.75 on TF-IDF Vectorizer Positive 0.89 0.73 0.80 270 

Boost Classifier Negative 0.52 0.82 0.63 111 

0.73 on TF-IDF Vectorizer Positive 0.91 0.70 0.79 284 

Random Forest 
Classifier on TF-IDF 

Vectorizer 

Negative 0.67 0.80 0.73 147 

0.78 Positive 0.87 0.77 0.81 248 

word2vec 

Negative 0.61 0.56 0.58 140 

0.58 Positive 0.54 0.60 0.57 123 

word2vec Negative 0.12 0.56 0.19 27 

0.52 using LSTM Layer Positive 0.91 0.53 0.67 236 

Table 2: Confusion Matrix 

Predicted Class Positive Prediction Negative Prediction 

True Positive TP (True Positive) FN (False Negative) 
True Negative FP (False Positive) TN (True Negative) 

Although there is no scarcity of classifiers (or classification models), we have focused on 
the most suitable for text analysis. Accuracy detection is a key tool for evaluating the classifier’s 
performance. For this purpose, accuracy alone is not enough for evaluating classifier 
performance; other metrics such as precision, recall, and F1-score measure are required. Table 
2 shows an example of a confusion matrix, which compares the true results with those predicted 
by a classifier. The F1-score metric represents a harmonic mean of the Precision and Recall 
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measures. Determining a decision based on Precision and Recall alone can be challenging, 
especially when one of the scores becomes extremely high or extremely low. Then we can decide 
upon the validity of the result by considering the F1-score measure. 

Looking at Table 1, Word2vec shows worse results compared to other classifier models. 
The reason behind this is that Word2Vec always struggles with words that are not in its 
dictionary. Out-of-vocabulary (OOV) words are given a potentially unsatisfactory random 
vector representation. Local lexical knowledge is used for this purpose. Words’ semantic 
representations are based entirely on their surrounding contexts, which isn’t always ideal. It is 
not possible to share parameters used in the training of new languages. We have to start from 
scratch if we want to train word2vec in a new language like Urdu. It is incapable of dealing with 
ambiguity. If a word has multiple meanings, and there are many of these terms in the real world, 
embedding will reflect the average of these senses in vector space. More data is needed for the 
network to converge (particularly when employing skip-gram). The dataset size of 1300 tweets 
is not large enough to train a word2vec neural network. 
Limitation: 

In the field of NLP, sentiment analysis is among the most successful and widespread 
uses. There are still many issues with it, despite all the hype it has garnered since it was founded. 
One of the most difficult aspects of creating datasets is ignoring potentially biased perspectives 
of individuals due to the cultural backgrounds of those individuals or their own personal 
opinions. In addition to this, sentiment analysis of tweets based on biased views can choose just 
those results and data that support their major arguments, which, needless to say, may have an 
effect on our research. We have paid close attention to the explanation of the primary problem 
we tried to solve, and we make sure that we have collected accurate data. 

Systems for sentiment analysis trained on data from political tweets often perform far 
worse when applied to data from other domains. Politicians do not always communicate 
sentiment in the same way that a critic does on social media, which is different from how a social 
media poster does. Therefore, it is not uncommon for machine learning systems trained on 
political tweet data to fail miserably when faced with the task of predicting sentiment in a more 
general domain. Contextual understanding is another facet of NLP. This area is now 
experiencing a surge in research activity. Memory networks are a type of model that may derive 
answers to queries from context. Similar to how a person’s brain processes separate words, 
attention networks can process different sections of a phrase independently. The larger context 
of a statement can be understood with the help of RNN, like bidirectional LSTM. Our research 
has led to the beginning of incorporating these into sentiment analysis. 

By adjusting the parameter values based on their learning rate, epochs, batch size, etc., 
we have previously tried numerous fine-tuning strategies, as seen by the results. The results were 
still inappropriate. We can try to train more models for this specific domain, ideally using a more 
sophisticated technique (like deep neural networks). In terms of both time and money, this is 
the worst possible option. Yet, if we are able to accomplish this with our available resources, we 
may end up with a valuable and exclusive piece of intellectual property. 
Conclusion and Future Work: 

This study employed a variety of machine learning classification algorithms—including 
SVM, Logistic Regression, Decision Tree, XGBoost, and Random Forest—using the TF-IDF 
measure—to classify Urdu text (Tweets). In order to extract the idea of relatedness across words, 
the neural network makes use of Word2vec. We used data cleaning, feature extraction, and 
feature selection as NLP pre-processing approaches before we used Urdu-Text. Nevertheless, 
when compared to other classifiers tested on a comparable dataset for Urdu tweets, the results 
demonstrated that Logistic Regression and SVM achieved 85% and 84% accuracy, respectively. 

The results demonstrate that the TF-IDF model performs the Word2Vec model because 
of the imbalanced data points in each emotion class and a large number of classes with an 
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insufficient number of data points. Contrasted with the abundance of other emotions, the 
number of surprise feelings constitutes a small fraction of the total data set. The results of the 
research may be impacted by data limitations. We will require a sizable dataset in the future that 
can handle these constraints. 
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