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ustomer reviews and feedback are of paramount importance in the improvement cycle of 
any industry, product, or service. Formerly, product ratings were the basis for 
performance evaluation and key drivers of improvements. However, ratings were unable 

to depict the complete picture and were not adequate for an in-depth analysis of any product or 
service. Hence, customer reviews become the ultimate source of providing feedback for a 
specific detailed analysis as well as contributing to performance metrics. Although, customer 
reviews provide a very essential measure for performance evaluation, extracting important 
features and topics from customer reviews has been challenging due to its unlabeled and variant 
nature. This paper focuses on extracting topics from customer review data and bringing in use 
the of implicit knowledge for analytics. To extract topics and clusters from review data, 
unsupervised machine learning algorithms such as K-Means and Latent Dirichlet Allocation 
(LDA) are used. These topics are then correlated with sentiment analysis - score of positive or 
negative feedback - of each customer review. The products or services are then categorized with 
the help of the topics or domains they belong to alongside the sentiments. This provides a 
valuable analysis such as the score of positive, neutral, and negative feedback for each customer 
review input to new customers as well as product managers. This research work aims to use the 
hotel reviews dataset to categorize and rank hotels based on the different services captured in 
the text from customer reviews. The research work makes use of the hotel reviews dataset for 
categorizing and ranking hotels based on the different services discussed in the customer's 
reviews text. Moreover, this paper also provides a visualization of both text clustering algorithms 
depicting the topics in each cluster for an insightful analysis. 
Keywords: Text Clustering, K-means, Latent Dirichlet Allocation Algorithm, Sentiment 
Analysis, Customer Reviews Feedback. 
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Introduction: 
The rise of e-commerce and online shopping platforms has exponentially enhanced the 

importance of customer reviews and feedback on these platforms. These reviews are not only a 
source of guidance for new potential buyers but also provide valuable input to the manufacturers 
or service providers for analyzing customer demands for new product designs as well as 
improving existing products and services [1] Customer feedback is gathered in various forms on 
an online platform, it can be either in the form of ratings on a numeric scale or answering a 
certain set of questions about a specific product or service [2]. However, the most common is 
the written reviews from the customers and are most widely used for analysis among business 
analysts for assessing the performance due to the different dimensions of the product discussed 
by customers in their reviews. 

With this upsurge in customer reviews and feedback, different statistical and sentimental 
analysis approaches have been adopted to unfold the hidden insights in the data [3]. Sentimental 
Analysis focuses on extracting the underlying opinion within the text that can range from 
positive to negative values thus helping in identifying the sentiment and customer satisfaction 
about the product or service [4]. On the other hand, statistically, these reviews can help in 
identifying the most sold products in different quarters of the year as well as people's interest in 
different products geographically. Thus, paving the way for different recommendation systems 
based on these statistics alongside prediction and machine learning algorithms [5]. 

Besides sentiment analysis, customer reviews also provide an opportunity to detect the 
dominant topics or dimensions discussed in these review texts. These topics can be related to 
the price, quality, shipping, or any other service related to the product. However, due to the 
unlabeled nature of the review datasets, unsupervised learning becomes the only option to 
identify dominant topics. Identifying dominant topics in the reviews will enable the 
manufacturers or service providers to specifically focus on those areas of concern for 
performance improvement. For this purpose, different unsupervised topic modeling techniques 
are available to cluster similar data in common groups and identify the most discussed topics in 
these groups [6]. 

In this research work, the aforementioned topic modeling techniques are combined with 
sentiment analysis to not only determine the opinion of the customer but also correlate it with 
the dominant category the reviewer is referring to. Moreover, the research work also compares 
the two topic modeling approaches commonly used, LDA and K-Mean, for better categorization 
of reviews. In addition, the paper evaluates the performance of the aforementioned two 
clustering algorithms through the evaluation matrix. Furthermore, the paper also provides a 
visualization of the identified dominant topics in both the clustering algorithms to enable a better 
comparison of the two techniques. In addition, sentiment analysis and topic modeling become 
the stepping-stone for conducting statistical analysis in the results of Section 4 such as ranking 
products and services based on different topics alongside the review sentiment score. 

The remaining Section of the paper is structured in the following way. Section 2 presents 
the related literature review as well as the background knowledge required to conduct the 
research. Section 3 of the paper describes the use case of the European hotel's dataset as well as 
the methodology applied to conduct the research. Section 4 discusses the results and graphs 
obtained by using different statistical analysis approaches as well as evaluating the two topic 
modeling techniques based on their performance matrices. Finally, Section 5 concludes the 
research work with the help of the results obtained as well as illustrating future research work 
prospects in this domain. 
Literature Review: 
Related Work: 

Due to the utter importance of customer feedback, there has been an increasing focus 
among industries on analyzing and classifying customer reviews for attaining a competitive 
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advantage over competitors in respective domains. Several research works have focused on 
extracting the opinion by applying sentiment analysis techniques while others have focused on 
using topic modeling techniques. Jeong et al. [7] categorized reviews from Moscow's hotels into 
five specific attributes. They focus on several attributes such as amenities, experience, location, 
transactions, and value by applying regression analysis, etc. However, the research work did not 
extract dominant topics from the customer reviews to provide a more in-depth analysis to the 
hotel owners. 

In [8], Siew Hoong et al. have crawled review data of four-star and five-star hotels from 
Kuala Lumpur. This work focused on finding the most used predominant themes such as 
location, restaurant, comfort, etc. The topics discussed in the reviews are extracted through SAS 
text miner using the R language. However, the paper did not relate it to the sentiment described 
in each review rather it just finds the topic in each review. Authors have applied the Context-
Based Keyword Pattern Cluster Analysis (CBKPC) using R-Mini to cluster similar topics 
together. 

Moreover, in [9], Tian et al. analyzed the review dataset from four-star and five-star 
hotels from four cities in China. This work focused on finding the sentiment score i.e. positive, 
negative, and neutral as well as finding the customers' interest in categories related to food, staff, 
services, etc. They use natural language processing to clean text by removing stop words and 
unwanted words. Then it manually extracted categories by reviewing small parts of the dataset 
and applied sentiment analysis to the dataset. The authors also presented a correlation between 
the categories and frequency between the categories. However, the research work only focused 
on applying sentiment analysis to customer reviews. The research work in [9] is limited by the 
fact that it manually extracts categories that are not possible for the complete dataset. 

Furthermore, in [10] Porntrakoon and Moemeng coupled sentiment analysis with 
different dimensions in the customer reviews text. The research work focused on analyzing the 
sentiment or polarity of the three pre-defined dimensions in the reviews which are pricing, 
product, and shipping by using multi-dimensional lexicon and sentiment compensation 
techniques. Although the framework designed in [10] finds the polarity of three different 
dimensions of the text of the reviews, it discards any other dimension except the predefined 
ones and is thus unable to analyze any unseen topic or dimension in the review text. 
Text Clustering and Topic Modelling Algorithms: 

Topic modeling has been widely used in numerous domains ranging from text clustering 
to collaborative filtering, from information retrieval to image analysis [11], and relation 
extraction to infer hidden insights from the data [12]. The topic Model Algorithm usually mines 
out the most dominant topics and semantic words from the text document [13]. Among the 
extracted topics similar ones are then clustered into the same groups. On the other hand, text 
clustering has a wide range of applications such as organizing and browsing documents, finding 
a coherent summary of the text document collection, and document classification [14]. 

Although, topic modeling is often studied as a separate research area from text 
clustering, and it majorly focuses on determining latent topics from the text it is one of the most 
widely used methods for probabilistic document clustering [15]. Probabilistic Latent Semantic 
Indexing (PLSI) and LDA are the two frequently used methods for topic modeling via 
probabilistic document clustering. The PLSI and LDA differ by the way term-document and 
topic-document probabilities are modeled. The probabilistic document clustering aims at 
creating a probabilistic generative model for the entire text document. Each document in 
probabilistic document clustering belongs to one of the k topics. The topic modeling algorithm 
usually mines out the most dominant topics and semantic words from the text document [16]. 

Besides the topic modeling algorithm, Fasheng Liu and Lu Xiong have analyzed and 
divided text clustering algorithms into different categories: hierarchical clustering, distance-
based partitioned clustering, density-based algorithm, self-organizing maps algorithm on the 
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basis of several factors such as scalability, dimensionality, dependence on input parameters and 
ability to deal noise [17]. In this research work, LDA, a topic modeling method from the 
probabilistic document clustering algorithms, and K-means, a distance-based text clustering 
algorithm are implemented and evaluated based on their respective evaluation scores. 
Clustering: 

Clustering techniques are one of the most widely recognized data analyses in the machine 
learning area and are used to get an instinct about the structure of the data. They can be defined 
as the task of identifying subgroups in the data such that data points in the same subgroups 
(cluster) are fundamentally the same while data points in different clusters are different [18]. 
Particularly, we attempt to find homogeneous subgroups within the data such that data points 
in each cluster are as similar as possible according to a similar measure, for example, Euclidean-
based or relationship-based separation. The decision of which similarity measure to utilize is 
application-specific. 
K- Mean Algorithm: 

The K-mean algorithm initially arbitrarily assigns a specified k number of cluster centers 
in space [18]. Afterward, each sample data point is assigned to these centers based on the nearest 
Euclidean distance between the data point and the cluster centers [19]. Then iteratively the center 
is recomputed from the mean of all the samples in the respective cluster and the process of 
assigning data points to the cluster is repeated until the cluster centers no longer move 
significantly [20]. The K-mean algorithm implementation cycle is depicted in Figure 1. The 
implementation cycle starts with data collection and the much-needed text pre-processing.  

 
Figure 1: K-mean algorithm implementation cycle 
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The way the K-means algorithm works is as follows: 
• First, determine the number of clusters k. 
• Initialize centroids by first rearranging the datasets and then randomly selecting k data 

points for the centroids without substitution. 
• Continue the repeating process until there is no change to the centroids i.e. the 

assignment of data points to clusters isn't changing. 
• Compute the sum of the squared distance between data points and all centroids. 
• Refer each data point to the closest cluster (centroid). 
• Compute the centroids for the clusters by taking the average of all data points that 

belong to each cluster. 
The goal of the k-means algorithm is to reduce the objective function, which is called 

the squared error function. Equation 1 gives the objective function (J). 

  (1) 
The K-mean algorithm distributes the n number of cases into k number of clusters as 

shown in Figure 2 that are predefined. Whereas Euclidean distance between a case and the 
centroid. However, to get the appropriate number of K for the optimized implementation of 
the K-mean algorithm silhouette method is used [21]. 

The K-mean algorithm distributes the n number of cases into k number of clusters as 
shown in Figure 2 that are predefined. Whereas || (  ) − ||2 is an Euclidean distance between (  ) 
and the centroid. However, to get the appropriate number of K for the optimized 
implementation of the K-mean algorithm silhouette method is used [21]. 

 
Figure 2: K-mean data distribution in K number of clusters 

Latent Dirichlet Allocation: 
In natural language, processing, latent Dirichlet allocation is a generative factual model 

that enables sets of perceptions to be clarified by unobserved groups that clarify why a few parts 
of the data/information are comparable. Topic modeling using LDA (Latent Dirichlet 
allocation) allows us to extract the hidden topic themes from a large dataset, using LDA a 
mixture of topics from a large number of documents can be found [22][23]. A defined number 
of topics is assumed within the document or set of reviews by LDA [24]. LDA enables to process 
of the frequency of each topic based on the occurrence of it in the dataset [22]. LDA extracts 
the hidden structure of topics from the data by applying a probabilistic approach. Latent 
Dirichlet Allocation works on the Bayesian estimation framework to find out the theme topics 
from the dataset [7]. Latent Dirichlet Allocation is the unsupervised probabilistic model that 
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takes a bag of words i.e. corpus dictionary as input [25]. LDA filters out topics from the 
document and then finds words for topics. The working of LDA is given in Equation 2. 

 
The main idea of LDA is, that the documents are expressed as random mixtures over 

latent topics, where each topic is categorized by distribution over words [26]. Equation 2 
comprises several parameters. The k is the number of topics, and are corpus-level parameters 
and the variables are document-level variables. The variables are word-level variables and are 
sampled once for each word in each document. LDA involves three levels of evaluation, through 
which the topic node is sampled repeatedly within the document. Under the LDA model, 
multiple topics associated with the document are established. 

 
Figure 3: LDA (Latent Dirichlet Allocation) 

LDA groups the words in a document based on the frequency and its association with 
the topics [25][27]. Once the LDA model is trained on data, dominant topics are extracted and 
categorized. The use case of hotel review data is a model using LDA and the dominant topics 
are categorized such as hotel services, staff, transactions, location, and restaurant. 
Sentiment Analysis: 

The sentiment is an emotion or attitude prompted by the feelings of the customer. 
Sentiment analysis is also known as opinion mining, which evaluates people’s opinions towards 
any topic, product, or service. Sentiment analysis is an emerging domain in the area of research 
in natural language processing (NLP) and has gained attention in recent years in text mining and 
text classification. It is a machine-learning approach to analyze and classify the user's comments, 
emotions, opinions, and attitudes based on the polarity of the text. Sentiment analysis plays an 
important role in depicting and finding people’s opinions on politics, e-businesses, and the 
general social trend toward an ongoing issue. In politics, sentiment analysis is used for 
forecasting the outcomes of political trends in the region and predicting poll results [25]. 
Whereas in business it is widely used to analyze and predict stock market trends. Sentiment 
Analysis has gained more importance in online applications, e-commerce, and social media 
platforms i.e. blogs, Twitter, online website stores, and discussion forums which attracts 
customers, organization firms, and stakeholders to do analysis on data from online websites (2) 
and to extract meaningful information from the data [28][29]. The main aim of sentiment 
analysis is to analyze user opinions and classify whether they fall into which category i.e. negative 
sentiment, positive sentiment, or Neutral sentiment. 
Implementation: 

This section describes the implementation process of text clustering algorithms, LDA, 
and K-means, alongside sentiment analysis to conduct in-depth analysis. The implementation 
will be executed in the steps shown in Figure 4. The approach used is generic and is applicable 
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for the analysis of any review’s dataset in any business domain. This paper analyses the European 
Hotels review dataset. 

 
Figure 4: Implementation Execution Steps 

Use Case Dataset: 
The dataset contains 515k review records of 13 European hotels and has been sourced 

from an online website of datasets called Kaggle. The dataset contains several attributes as 
shown in Figure 5 such as hotel address, hotel name, review date, average review score, the total 
number of reviews, reviewer nationality, negative review, positive review, etc. Each of the 
customer reviews provides a textual description of their personal opinion or experience and 
ratings regarding the hotel services acquired by the customer. The review text in the dataset is 
unlabeled, thus unsupervised text clustering algorithms are applied to categorize the reviews. 
The review text is mostly unclean and has a lot of unwanted words that are removed in the data 
preprocessing stage. 

 
Figure 5: Available Attributes Column in the Dataset 

Text Preprocessing: 
Text Pre-Processing is the conventional method used for natural language processing 

tasks. It performs the transformation of text into a more digestible form so that the machine 
learning algorithms can use it for better performance and magnificent efficiency. The raw data 
is pre-processed before applying the machine-learning algorithm. The pre-processing includes 
cleaning data using natural language techniques, such as tokenization, and removing words that 
have fewer than 3 characters. Moreover, after removing unwanted words, the remaining words 
are lemmatized and stemmed. 
Text Pre-Processing: 

Tokenization is a process of chopping long sentences or text streams into words and 
phrases by removing unwanted characters such as empty spaces and punctuations. Every token 
is made of a word from the first character to the last character [30]. 
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In this research, we take customer reviews i.e. positive, negative, and neural as raw data 
for tokenization as shown in Figure 6, in which we convert the customer reviews into individual 
words because the Python programming language doesn't understand any distinction between 
words, they are just a stream of characters which are all same. 

 
Figure 6: Different Customers Review Data 

Removal Stop Words: 
The review text data consist of excessively common words such as "of", "be", "but”, 

"on", and other common words. Although these stop words have a very small weight due to 
their frequent occurrences these words have a very high frequency [30]. 

We only take the important keywords from the desired topics i.e. comfort, staff, location 
rooms, etc. as shown in Table 1, and convey the context that is present in the review. Therefore, 
these "I am", and "In there" are present more frequently in many reviews and these are just 
connectors, and there doesn't add too much to the context that the machine wants to 
understand. In this procedure, we get rid of these stop words or punctuation used by the 
customers in their reviews. 
Stemming and Lemmatization: 

Although stemming and lemmatization are used for transforming words to their original 
base form both these methods work differently [31]. Stemming tries to achieve it by removing 
the suffixes and prefixes, but that may sometimes lead to incorrect word forms. So to counter 
the limitation posed by stemming, lemmatization is done which takes into account the 
morphological analysis of the words [31]. However, lemmatization needs a dictionary, which it 
can consult to connect the form of the word to its root. After the text, pre-processing the 
dictionary is created from pre-processed data. A Corpus dictionary is created from the pre-
processed dictionary, which reports the frequency of words appearing in the dictionary showing 
the number of occurrences of a word in each document. 
Determine the Optimal Number of K For K-Mean, Silhouette Score, and LDA: 
K-Means: 

K-means is an unsupervised machine-learning algorithm for clustering large datasets. K-
means groups the data into different clusters based on Euclidean distance. The optimal number 
of the cluster for the K-Mean algorithm is evaluated using the Elbow method. Although a 
manual selection of several clusters k is accurate it comes with extensive computation overhead 
to analyze each k. On the contrary, the elbow method is employed to find the optimal number 
of clusters for the K-means algorithm by varying k stepwise i.e. starting k at 1 to 10, and 
calculating the accuracy and computational cost on the training of the model [32]. The Elbow 
method computes the total sum of square error within the cluster in each iteration [33][34]. After 
computing the sum of squares, the elbow method plots the curve according to the number of 
clusters k. The blend knee plot will show the optimal number of clusters k as shown in Figure 
7. 
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Figure 7: Elbow Method to find optimal K for the K-mean algorithm 

Silhouette Score: 
Silhouette is the better measure to choose the number of clusters to be defined from 

the data [35]. It is determined for each instance and the Equation 3 goes like this: 

 
Where b is the mean intra-cluster distance: mean distance to the other instances in the 

same cluster. a depicts the mean closest cluster distance i.e. mean distance to the instance of the 
following nearest cluster. The coefficient varies between -1 and 1. A value near 1 implies that 
the instance is near to its cluster and is a part of the correct cluster. While a value near -1 means 
that the value is allocated to the inappropriate cluster. 

 
Figure 8: Silhoutter Method 

According to the strategy, k=5 should be chosen for the number of clusters. This 
method is better as it decides the optimal number of clusters more significant and clearer. 
However this metric is computationally expensive as the coefficient is calculated for every 
instance. Therefore, the decision regarding the optimal metric to be chosen for the number of 
cluster decisions is to be made according to the requirements of the product. 

In Figure 8, the range of n clusters is 2 to 11, and the thickness of the silhouette plot of 
the cluster size can be visualized. The silhouette plot for cluster 0 when n clusters are equal to 
2, is bigger owing to the grouping of the 3 sub-clusters into one big cluster. However, when the 
n clusters are equal to 5, all the plots have a similar thickness. The average silhouette score with 
several clusters is given below in Figure 8, in which at cluster 5 the graph bends at 0.7958870 
value. 
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Figure 9: Average Silhouette Score 

For implementing the LDA algorithm, the value of optimal k was determined using the 
log-likelihood and perplexity scores. The higher the log-likelihood score and the smaller the 
perplexity score, the better the model [36]. To find the highest value of log-likelihood and 
smallest value of perplexity, a different value of k with a different set of learning decays was 
tested. The learning decay rate defines the change in weights during training. The learning rate 
controls how quickly the model is adapted, and thus for large learning decays the changes are 
more rapid whereas for smaller learning rates the changes are smaller with each update and thus 
require more training epochs in comparison to large learning rates. The optimal value of k is 
determined from six different values of k, which are 5, 10, 15, 20, 25, and 30, by varying three 
different values of learning decay i.e. 0.5, 0.7, and 0.9. Figure 9 depicts the optimal value for k=5 
and learning decay  

= 0.7 when the log-likelihood has the largest value i.e. - 19578767.67. 

 
Figure 10: Log-likelihood vs Num of topics graph for finding optimal value of k for LDA 

algorithm 
Sentiment Analysis via TextBlob: 

TextBlob is a Python library used for textual processing of raw data and can be used 
efficiently for sentiment analysis. TextBlob allows us to perform common operations on textual 
data along with natural language processing tasks such as Noun phase extraction, parsing, n-
grams, tokenization, classification, sentiment analysis, and much more. NLP operations are 
accessed by calling the TextBlob API [37]. In TextBlob sentiment analysis property called 
sentiment, returns two properties polarity and subjectivity of text. Polarity has its score range 
which starts from [-1.0,1.0] float score, with $-1$ being extremely negative and 1 being extremely 
positive. Reviews, whose sentiment score is less than zero are termed negative reviews, while 
reviews that have sentiment scores greater than 0.25 are labeled as positive reviews. Moreover, 
reviews that fall in the range of 0 to 0.25 are referred to as neutral reviews. Subjectivity has also 
a range of float scores from [0,1] refers to personal opinion emotion or factual information. 
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Results: 
This Section illustrates and visualizes the list of topics and keywords extracted from 

the reviews with the help of machine learning algorithms. The Section also discusses results 
obtained from performing statistical analysis on the use case dataset of European hotels with 
the help of topic categorization and sentiment analysis. Moreover, in this Section, the two 
topic modeling algorithms are also evaluated based on their respective performance metrics. 
Extracted Topics and Keywords: 

The topic-modeling algorithm mentioned in the implementation Section created five 
different clusters with a different set of keywords. The topics discussed in these five clusters 
differ from each other in the context inferred from the keywords. The top 10 keywords with 
the highest frequency in each of the clusters were selected to infer the context and to label 
each of the topics. The five different topics inferred from the keywords are comfort and 
transaction, staff behavior and services, location and accessibility, room and hotel facilities 
and decor, and finally, food and restaurants. Table 1 shows the top 10 keywords in each of 
the topic clusters along with their labels. 

Table 1: Most important keywords extracted for each topic 

Comfort and 
Transaction 

(Topic 1) 

Staff Behavior 
and Service 
(Topic 2) 

Location and 
Accessibility 

(Topic 3) 

Room, Hotel 
Facilities, and 

Décor (Topic 4) 

Food and 
Restaurants 

(Topic 5) 

comfort staff location room breakfast 
hotel friendly position clean food 

upgrade service station View restaurant 
room clean close specious coffee 

 free helpful metro bathroom buffet 
 extra breakfast city center modern service 
 timing polite tram décor quality 
 check-in/out professional transport pool delicious 
 Welcome Welcome park terrace price 
 stay comfort access bed staff 

The distance between each topic and the frequency of each word in the topic can best 
be visualized with LDAvis [38], a visualization library available in Python. LDAvis is a web-
based interface specifically designed for LDA algorithm topic visualization. It aims to provide a 
better understanding and deep inspection of the topics generated from the LDA algorithm by 
illustrating the meaning of each topic, the prevalence of each topic, and the correlation between 
different topics. In Error! Reference source not found., a visualization of a European hotel 
dataset with five different clusters is shown, which is produced through the LDAvis library. The 
visualization in Figure 10 is divided into two parts, the left panel of the visualization shows the 
five clusters with five circles plotted in a two-dimensional plane. The distance between the 
centers represents the inter-topic distance thus showing the correlation between different topics. 
The area of each cluster circle represents the prevalence of that cluster topic, the larger the area 
of a cluster circle the more is its prevalence, and vice versa [36]. 

The second part of the visualization in Figure 10 is the right panel with a horizontal bar 
chart of individual terms. The bar charts represent the most relevant terms and frequency of 
each term in the selected topic on the left panel thus helping in interpreting the meaning of each 
topic. The bar charts show the top 30 terms of each topic extracted with the help of LDA and 
then ranked based on estimated frequency and relevance in the selected topic thus providing a 
clear picture of each topic and its correlation with other topics. 

Besides the LDA topic modeling algorithm, the K-means algorithm is also used to 
cluster the data. Figure 11 shows the different clusters made by the K-means algorithm. The 
optimal number of k is determined with the help of the Silhouette method as described in 
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Implementation Section 3. Although attributes like simplicity and fast convergence make the K-
means algorithm a viable option for clustering data, the initial arbitrarily assigned cluster centers 
significantly hamper its performance [39]. Due to this random selection, the algorithm may 
converge to locally optimal solutions. Therefore, this paper makes use of the topics extracted 
via the LDA algorithm for statistical analysis in the next Section due to its more realistic results 
than k-mean for the topic assignment. 

 
Figure 11: LDA topics Cluster 

 
Figure 12: K-means cluster with five different sets of cluster data 

Statistical Analysis of Use Case Data Set: 
After applying the text clustering algorithm on the use case dataset of the European 

Hotels reviews, five different topics were extracted from the data that became the basis for 
statistical analysis alongside the sentiment analysis score calculated for each review in this 
Section. In total, the data set contains 515738 reviews of hotel customers from different parts 
of Europe. These 515738 reviews are categorized into five groups as shown in Figure 14, which 
are then further divided based on sentiment score into three subgroups namely: positive, 
negative, and neutral reviews. The sentiment score is calculated with the help of the text blob 
library available in Python as mentioned in the implementation Section 3 for each review. The 
total set of reviews is divided into the following five groups and subgroups with their respective 
statistics. 
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Figure 13: Customer Reviews distribution based on different 

hotel service 
Comfort and Transaction: 

Comfort and Transaction topics discuss comfortability provided by the hotel in issues 
such as bookings, payments, check-in/check-out times, complimentary breakfast, and room up-
gradation. There are 119658 (23.2%) reviews that discuss the overall services of the rather than 
one specific topic or service of the hotel. Among these 67017 are positive reviews, 39433 have 
sentiment scores in the neutral range and 13208 are negative reviews as illustrated in Figure 12. 

 
Figure 14: Number of Reviews in Percentages for each topic category 

Staff Behavior and Service: 
The Staff Behavior and Service cluster consists of 115807 (22.45%) reviews. This topic 

encompasses all the staff behaviors and services-related issues that include staff professionalism 
and friendliness, staff behavior, staff readiness, and response time. As Figure 12 shows, 31646 
reviews fall in the positive category, 35452 in the neutral region and 11706 have sentiment scores 
less than 0 thus belonging to the negative reviews group. 
Location and Accessibility: 

This group contains around 81323, which account for 15.77% of the total reviews. The 
group comprises the reviews in which the users have discussed the location and surrounding 
facilities available such as environment, accessibility from bus stops and airports, location of the 
nearby markets, historical sites, city center, and restaurants. Among the 81323 reviews, 40774 
have sentiment scores greater than 0.25, hence they are termed as positive reviews. Whereas, 
31585 reviews are neutral and 8964 people have negative opinions about the surrounding 
facilities of the hotels. 
Room and Hotel Facilities and Décor: 

The Room and hotel Facilities and decor cluster highlight the facilities and interior of 
the room as well as the overall hotel. The terms discussed in this group include room decor, 
view from the room, floor, and roof design, availability of pool and terrace area in the hotel, 
and the spaciousness of rooms and bathrooms. There are 104945 (20.35%) reviews that 
discuss the overall services of the rather than one specific topic or service of the hotel. Among 
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these 31646 are positive reviews, $37358$ have a sentiment score in the neutral range and 
35941 are negative reviews as depicted in Figure 12. 
Food and Restaurants: 

This cluster of reviews has 94005 (18.23%) reviews, which majorly discuss the food 
services available such as breakfast, buffet, and drinks. Moreover, it talks about the quality and 
different variety of foods and drinks (coffee and tea) served in the restaurants inside the hotels 
as well as the distance from the famous food outlets nearby the hotel they reside in. Across the 
total reviews belonging to this cluster, 45914 reviews are positive opinions about the food and 
restaurants, while 36385 reviews have sentiment scores between 0 and 0.25 thus termed as 
neutral and 16989 reviews belong to the negative category. 

 
Figure 15: CDF plots of each service’s sentiment score distribution 

Figure 14 is the illustration of the distribution of the sentiment score of reviews for each 
topic through Cumulative Distribution Function (CDF) graphs. The CDF plots presented in 
Figure 14 represent the empirical cumulative distribution function of the sentiment score. The 
sentiment labels (positive, neutral, and negative) on the y-axis depict the percentage of customer 
sentiments for each topic. The ranges are defined by the dotted line in Figure 14. CDF plots are 
useful for comparing the distribution of different ranges of data. 

The graphs are marked with the threshold of each category namely; Positive, neutral, 
and negative sentiment scores. The first five graphs show the distribution of sentiment scores 
of each topic generated from the topic modeling algorithms. The last graph is the distribution 
of combined scores of all the customer reviews. The paper aims to provide a visualization tool 
for customers, product managers, and business decision-makers to extract topics from any 
customer review data and visualize the corresponding sentiments and topics using the CDF 
plots. 
Conclusion: 

This paper provided a novel approach to sentiment analysis based on topic extraction. 
This helps in utilizing implicit knowledge for analytics and useful decision-making. Unsupervised 
machine learning algorithms such as K-Means and Latent Dirichlet Allocation (LDA) for 
clustering and topic modeling were employed. The proposed approach has the potential to be a 
valuable analytic tool for new customers as well as product managers. The research work used 
the hotel reviews dataset as a use case to evaluate the proposed approach. The hotel review 
dataset was categorized and ranked hotels based on the different services discussed in the 
customer reviews text. 
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In the future, we aim to provide a more general framework by leveraging advanced 
machine learning tools such as deep learning to the review’s dataset. This will help in extracting 
topics from the review’s dataset including hotels, airlines, places to visit, clinics, hospitals, and 
many more that will potentially assist customers and travelers in useful decision-making. 

 Nomenclatures 

(  ) Case 
 Centroid 
 Document-level variables 
 Word level variables 
J Objective function 
K Optimized implementation of K-mean algorithm 
k Number of clusters 
n Range of clusters 

Greek Symbols 

 Corpus level parameters 
 Corpus level parameters 

Abbreviations 

JESTE Journal of Engineering Science and Technology 
C  

LDA Latent Dirichlet Allocation 
NLP Natural Language Processing 
CDF Cumulative Distribution Function 
PLSI Probabilistic Latent Semantic Indexing 

CBKP Context-Based Keyword Pattern Cluster Analysis 
C National Center in Big Data and Cloud Computing 

NCBC  
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