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Introduction/Importance of Study: NEAT's potency in optimizing neural networks for 
accurate LULC classification, aimed at better environmental stewardship, is shown. 
Novelty statement: LULC-NEAT introduces NeuroEvolution of Augmenting Topologies for 
optimizing neural networks in land use land cover classification.  
Material and Method: The EuroSAT RGB benchmark satellite dataset was preprocessed and 
evaluated using NEAT to create diverse feed-forward neural networks (FFNNs) with varying 
hidden layers. 
Result and Discussion: The NEAT-evolved FFNN architecture with two hidden layers 
showed excellent and high accuracy percentages during the training and testing, respectively. 
Although high training accuracy implies successful feature learning, it also indicates probable 
overfitting. However, the high accuracy obtained in testing, 99.83%, shows the excellent 
generalization ability of the model toward unseen data and thus does not overfit. The results 
were cross-validated with the state-of-the-art CNN models, and the experiments prove that 
NEAT can be effectively used for LULC classification. 
Concluding Remarks: The study supports that NEAT can effectively evolve neural networks 
for high-accuracy LULC classification, providing a robust alternative to traditional CNN models. 
Keywords: Satellite Image Classification; Neuroevolutionary of Augmenting Topologies 
(NEAT); Deep Learning; Convolutional Neural Network (CNN); EuroSAT. 
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Introduction: 
Efficient land use land cover (LULC) classification using machine learning (ML) 

techniques is a recent and well-debated venue [1], [2]. Talukdar et al. [1] compared six ML 
methods such as the support vector machine (SVM), random forest (RF), spectral angle mapper 
(SAM), Mahalanobis distance (MD), artificial neural network (ANN), and fuzzy adaptive 
resonance theory-supervised predictive mapping (Fuzzy ARTMAP). They found the RF as the 
best ML LULC classifier, which needs attention for assessment in other morphoclimatic 
conditions in the future. Abdi [2] collated the performance of four ML techniques such as SVM, 
RF, extreme gradient boosting (XGBoost), and deep learning (DL) using Sentinel-2 images. A 
dataset consisting of multitemporal scenes of summer, winter, autumn, and spring of south-
central Sweden was formed and, divided into 70% training and 30% testing subsets using 
stratified random sampling. They found the SVM as an overall accurate approach followed 
closely by XGBoost, RF, and DL respectively. 

LULC automation is inevitable as the geographic region to be covered is extensive and 
analysts available to perform probes are few. Remotely sensed datasets are not only vast but also 
incredibly detailed, often comprising terabytes of data collected from various sources such as 
satellite imagery, aerial photography, and ground surveys. Usually, satellite application requires 
manual labeling of objects and structures in the imagery to be valuable in disaster management 
[3], law enforcement [4], and environmental monitoring [5]. Even though RF [1] and SVM [2] 
algorithms have shown promising results, classic object detection and classification algorithms 
are often imprecise and unreliable for these applications. The sheer volume and complexity of 
these datasets make manual analysis impractical and time-consuming. Automation allows for the 
efficient and accurate classification, analysis, and interpretation of big data through advanced 
ML and artificial intelligence (AI) techniques. This increases the scale of applications while 
simultaneously reducing the time and effort required by human analysts, enabling them to focus 
on more strategic tasks and deriving insights rather than just gathering and studying data. DL is 
a family of advanced ML algorithms that have shown assurance for the automation of such 
tasks. ANNs have gained extreme popularity in DL [6], [7], [8], where these deep ANNs have 
won competitions in ML, computer vision (CV), pattern recognition (PR), and natural language 
processing (NLP). However, many existing ML issues can be resolved using smaller neural 
networks. Neuroevolution [9] is an AI technique that can play a significant role in these cases to 
determine an optimized network architecture and connection weights. NeuroEvolution of 
Augmenting Topologies (NEAT) [10] algorithm authorizes the optimized evolution of complex 
neural network architectures using a genetic algorithm.  

The EuroSAT RGB dataset serves as a benchmark colored dataset constructed from 
Sentinel-2 satellite images [11], [12], [13]. This dataset finds extensive use in ML and DL and is 
the basis for investigating and practicing the design, estimating, and employing neural networks 
for LULC classification [14], [15]. In this study, we propose LULC-NEAT, which is an ANN 
implemented using the NEAT algorithm [10], [16] for the EuroSAT RGB dataset to classify 
LULC satellite images. In the following sections, we present a review of different studies related 
to EuroSAT RGB dataset using DL and its applications in this domain. 

Helber et al. [12] introduced the EuroSAT dataset to tackle the problem of LULC 
classification by Sentinel-2 satellite images. The dataset was patch-based and consisted of ten 
classes from 27,000 labeled and georeferenced images. The two types of images are available: 
RGB and multispectral MS. The classes are as follows: industrial and residential buildings, annual 
and permanent crops, highways, rivers, sea/lakes, pastures, forests, and herbaceous vegetation. 
The dataset was evaluated on a few deep neural networks such as ResNet-50 and GoogleNet. 
GoogleNet achieved 98.18% of accuracy for EuroSAT RGB and ResNet-50 was the best model 
with 98.57% of accuracy. For EuroSAT MS: the combination of short-wave infrared (SWIR) 
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bands results in 97.05% of accuracy for ResNet-50, whereas the combination of color-infrared 
(CI) bands gives 98.30% of accuracy for RGB using ResNet-50. Li et al. [17] described a new 
variation of the convolutional neural network (CNN) called the Deep Discriminative 
Representation Learning with - Attention Map (DDRL-AM), which was applied on the 
EuroSAT RGB data, yielding an accuracy of 98.74%. 

To boost the efficiency of small neural networks for satellite image classification, Chen 
et al. [18] developed a knowledge distillation model and experimentally validated it on different 
datasets. Their proposed framework achieved 94.74% accuracy on the EuroSAT RGB dataset, 
87.03% accuracy on the NWPU-RESISC dataset, and 84.38% on the UC-Merced dataset. 
Sonune et al. [19] evaluated both ML and DL techniques on the EuroSAT RGB dataset. He 
concluded that the RF achieved 61.46% accuracy, ResNet-50 achieved 94.25% accuracy, and 
Visual Geometry Group 19 (VGG-19) achieved 97.66% accuracy. It was also found that the DL 
techniques outperformed the ML approach on the EuroSAT RGB dataset. But the performance 
of RF can be improved by hyper tuning its parameters (such as the number of trees, etc.). 

Naushad et al. [14] fine-tuned the pre-trained networks such as the Visual Geometry 
Group 16 (VGG-16) and Wide Residual Networks (Wide ResNet-50) on the EuroSAT RGB 
dataset. The network performance and execution time are improved using early stopping, 
adaptive learning rate, gradient clipping, and data augmentation. The results showed that the 
VGG-16 without data augmentation obtained 98.14% accuracy, VGG-16 with data 
augmentation obtained 98.55% accuracy, Wide ResNet-50 without data augmentation achieved 
99.04% accuracy, and Wide ResNet-50 with data augmentation achieved 99.17% accuracy. Thus, 
the Wide ResNet-50 with data augmentation outperformed the other three networks for the 
EuroSAT RGB dataset. Jain et al. [20] presented different variations of RSDnet that used the 
distillation network (BYOL) for satellite image classification. The RSDnet-3 variation with three 
channels achieved 90% accuracy for the EuroSAT RGB dataset. Stateczny et al. [21] presented 
a technique for LULC classification using images obtained from remote sensing. They used 
Haralick texture features, a directed gradient histogram, a local Gabor binary pattern histogram 
series, and Harris Corner Detection. An Improved Mayfly Optimization (IMO) technique was 
employed for efficient feature subset selection. For the actual classification, the Multiplicative 
Long Short-Term Memory (mLSTM) network was used. The developed IMO-mLSTM 
approach achieved a 98.52% accuracy rate on the EuroSAT RGB dataset. Aksoy et al. [22] 
showed that injecting traditional features into small-scale CNN models increases their accuracy, 
unlike models without this feature injection. The proposed method was tested on the EuroSAT 
RGB dataset. The chosen features were the sample mean, grey-level co-occurrence matrix 
(GLCM) features, Hu moments, local binary patterns, histogram of oriented gradients (HOG), 
and color invariants. The chosen DL models were SqueezeNet, MobileNetV2, ShuffleNetV2, 
VGG16, and ResNet50V2. When relying solely on DL models, the results were as follows: 
SqueezeNet achieved a maximum accuracy of 0.6778, while ShuffleNetV2 demonstrated a 
maximum accuracy of 0.8502. When all traditional features were injected into the DL models, 
the results were as follows: SqueezeNet reached a maximum accuracy of 0.7618, and 
ShuffleNetV2 demonstrated a maximum accuracy of 0.8998. Thus, an impressive improvement 
in accuracy can be observed.  

Rangel et al. [23] compared CNNs against transformer-based methods using EuroSAT 
RGB dataset for enhanced accuracy and efficiency in LULC analysis. The convolutional models 
were AlexNet, ResNet-50, ResNeXt, DenseNet, MobileNetV3, EfficientNetV2, and 
ConvNeXt. The transformer models were ViT, Swin Transformer, and MaxViT. Results were 
obtained both when trained from scratch and when retrained with pre-trained weights (obtained 
from models pre-trained on ImageNet). All models show improved accuracy when retrained 
with pre-trained weights compared to being trained from scratch. Transformer-based models 
(ViT32, SwinB, and MaxViT) showed notable improvements, with MaxViT achieving the 
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highest accuracy overall of 0.99. Yadav et al. [24] classified satellite images based on their 
topologies and geographical features utilizing the CNNs on the EuroSAT RGB dataset. The 
three pre-trained baseline models are ResNet-50, ResNet-101, and GoogleNet. Additional 
sequence layers were incorporated into them in relation to CNNs, and the data is pre-processed 
using LAB channel operations. The GoogleNet model achieved the highest accuracy (99.68%), 
precision (99.42%), recall (99.51%), and F1-Score (99.45%) when applied to the preprocessed 
dataset. It was reported that increasing the number of layers in a CNN does not always lead to 
improved results for a medium-sized dataset. GoogleNet, a 22-layer CNN, outperformed the 
50-layer ResNet-50 and the 101-layer ResNet-101 in terms of both speed and accuracy. Table 1 
lists the comparison of LULC classification studies for the EuroSAT RGB dataset. Among these 
approaches, the GoogleNet with preprocessing by Yadav [24] and the Wide ResNet-50 with 
data augmentation by Naushad [14] outperformed all the other approaches. 

Table 1: Comparison of LULC Classification Studies for the EuroSAT RGB Dataset. 

Authors Year Model Accuracy 

Chen et al. [18] 2018 Knowledge distillation 94.74% 
Helber et al. [12] 2019 Google Net 98.18% 
Helber et al. [12] 2019 ResNet-50 98.57% 
Li et al. [17] 2020 DDRL-AM 98.74% 
Sonune et al. [19] 2020 Random Forest 61.46% 
Sonune et al. [19] 2020 ResNet-50 94.25% 
Sonune et al. [19] 2020 VGG19 97.66% 
Naushad et al. [14] 2021 VGG16 (Without Data Augmentation) 98.14% 
Naushad et al. [14] 2021 VGG16 (With Data Augmentation) 98.55% 
Naushad et al. [14] 2021 Wide ResNet-50 (Without Data Augmentation) 99.04% 
Naushad et al. [14] 2021 Wide ResNet-50 (With Data Augmentation) 99.17% 
Jain et al. [20] 2022 RSDnet-3 90.00% 
Stateczny et al. [21] 2023 IMO-mLSTM  
Aksoy et al. [22] 2023 SqueezeNet 98.52% 
Aksoy et al. [22] 2023 SqueezeNet + All Traditional Features 67.78% 
Aksoy et al. [22] 2023 ShuffleNetV2 76.18% 
Aksoy et al. [22] 2023 ShuffleNetV2 + All Traditional Features 89.98% 
Rangel et al. [23] 2024 ViT32 (Retrained with Pre-trained Weights) 97.20% 
Rangel et al. [23] 2024 SwinB (Retrained with Pre-trained Weights) 98.70% 
Rangel et al. [23] 2024 MaxViT (Retrained with Pre-trained Weights) 99.00% 
Yadav et al. [24] 2024 GoogleNet (With Preprocessing) 99.68% 

Over the years, artificial neural networks (ANNs) have demonstrated strong 
performance in solving LULC classification tasks. Table 1 indicates that numerous DL models 
have been developed to improve the classification accuracy using a large number of layers and 
parameters. It should be noted that there are other alternatives: the classification of LULC can 
be carried out using small neural networks with fewer parameters, for example, implemented by 
Aksoy et al. [22], Yadav et al. [24], and neuroevolution, which also allows developing an optimal 
architecture of a neural network and determining connection weights. For this task, it is 
recommended to use the NEAT approach, since it quickly adapts the structure and weights of 
neural networks, which reduces premature convergence and maintains a variety of potential 
solutions. Thus, NEAT can significantly improve LULC classification, create more optimal and 
efficient neural networks. The aim of current study is to enhance the accuracy of LULC 
classification using NEAT. Following are specific objectives aligned with the overall aim: 

 To assess NEAT in classifying different LULC categories on the baseline EuroSAT 
RGB satellite dataset. 
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 To fine-tune the LULC-NEAT approach by adjusting different hyperparameters, such 
as population size, number of layers, and activation functions, to achieve optimal 
classification accuracy.  

 To provide a comprehensive analysis of the results produced by the LULC-NEAT 
approach, focusing on classification accuracy, computational efficiency, and robustness. 

 To compare performance of the LULC-NEAT with leading CNN models such as 
GoogleNet and Wide ResNet-50 for LULC classification and presenting the results of 
the comparison. 

Material and Methods: 
Over the years, the classification of LULC has been done using Neural Networks.  

Table 1 depicts various architectures employed for satellite image classification [12], [14], [17], 
[18], [19], [20]. It is clear that the architectures based on neural networks and their variations did 
really excellent. For this reason, we implemented neural network models via NEAT and 
compared them with CNNs. The models underwent fine-tuning on the EuroSAT RGB dataset 
and were trained using Python’s TensorFlow framework. 
Dataset:  

In this section, we provide EuroSAT dataset characteristics, training and testing split, 
and the applied pre-processing steps [11], [12], [13].  

 Source: It is a novel patch-based dataset derived from Sentinel-2 satellite [25]. 
Sentinel-2 satellite provides free and open-source imagery founded by the 
Copernicus Program run in partnership with the European Space Agency (ESA) 
[26].  

 Bands: There are two versions of the dataset: a) RGB containing Red, Green, and 
Blue frequency bands only, and b) multispectral containing thirteen spectral bands. 
The EuroSAT RGB is utilized in this study.  

 Image Size and Spatial Resolution: The size of each image is 64 × 64, while the 
spatial resolution is 10 meters.   

 Classes: It has ten classes covering industrial and residential buildings, annual and 
permanent crops, highways, rivers, sea and lakes, pastures, forests, and herbaceous 
vegetation. Figure 1 shows some sample images from this dataset.  

 Image Count: There are 2000 to 3000 images per class with a total of 27000 
labeled and georeferenced images. Thus, the dataset is imbalanced. 

 Training and Testing Split: The dataset was reduced into a compact, balanced 
dataset of 1000 images using a random sampling technique containing 100 images 
per class. The dataset was then split into 70% and 30% for training and testing 
using a stratified sampling approach. 

 Pre-processing: Operations such as normalization (i.e. rescaling in the range of 
0-1), splitting (70/30), and label encoding were applied.  

Artificial Neural Networks (ANNs): 
The ANNs consist of interconnected processing units known as neurons, where each 

neuron has a connection weight known as a synaptic weight. There are three types of neurons: 
input, hidden, and output. The number of input neurons is determined by the number of 
features in the dataset, while the number of output neurons is based on the number of classes 
being predicted for a particular problem. The quantity of hidden neurons can be adjusted to 
meet the desired level of functionality. Due to the generic nature of NN, they are known as the 
universal function approximators and are used to solve highly complex, non-linear problems 
besides regression and classification problems. They emulate the behavioral and adaptive 
abilities of the central nervous system [27], [28]. The ANN architecture is a particular network 
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formed by a precise structure of nodes and connections between them. Usually, the architecture 
is fixed and specified before training. There can be numerous solution architectures for a given 
problem, but the most efficient might not be obvious. The weights of specified network 
architecture must be tuned to minimize the loss function and to reach an optimized form. Figure 
2 shows a sample ANN architecture consisting of three input nodes, one hidden layer with four 
neurons, and two output nodes. Backpropagation (BP) is a popular algorithm to train the ANN 
[29]. It determines the error between the actual output and the network output, propagates it 
back through the network from the output layer to the hidden layer, and adjusts the weights and 
biases accordingly. It is based on gradient descent, an optimization technique that adjusts the 
weights in proportion to the negative gradient of the error surface. But, its limitations are slow 
convergence, getting stuck in local minima, and sensitivity to input data [30]. Alternatively, the 
genetic algorithm can be used as a search heuristic to determine the neural network weights 
[31][32]. 

 
Figure 1: Sample EuroSAT RGB Dataset Images with Spatial Resolution 64×64×3. 

Genetic Algorithm (GA): 
In 1975, John Holland presented a metaheuristic inspired by natural evolution theory 

known as a genetic algorithm (GA) [33]. It solves complex problems and focuses on 
optimization. It takes a population of possible solutions for a given task and selects the fittest 
individuals to produce the children for the next generation. It is an iterative process, which 
continues until the population with the best solutions has been reached [34]. The five-phase GA 
process is shown in Figure 3 that starts with an initial population of solutions with a set of genes 
encoded as binary, integer, float, or permutation. A fitness function computes the fitness score 
of each chromosome, and the fittest individuals are selected based on their fitness scores. The 
crossover point is chosen randomly within the gene, and offspring are created by swapping 
parent genes among themselves. After crossover, the offspring chromosomes may undergo 
mutation, where random changes are introduced to some genes. Once the population satisfies 
the stopping criteria, the genetic algorithm terminates with an optimal solution. Unlike gradient 
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descent and Backpropagation, GA bypasses the local minima problem and can give better 
weights. 

 
Figure 2. A Sample Neural Network Architecture. 

 
Figure 3. Flow Chart of Genetic Algorithm with Sample Initial Population. 

Neuroevolution (NE): 
Neuroevolution (NE) is an AI technique that uses evolutionary algorithms to evolve 

ANNs and yield better architectures, weights, parameters, and rules [9]. It follows population-
based optimization and assigns a fitness score to each genome based on phenotype (i.e. actual 
neural network) performance. The optimization loop then begins, allowing innovation, testing, 
and classification to lead to a neural network that solves the applied problem exquisitely.  
Figure 4 illustrates the process of NE inspired by GA and broadening its principles to the 
domain of neural network optimization, combining the strengths of evolutionary computation 
with the power of neural networks. The population is segregated into species so that all members 
of the same species have similar genomes. Speciation prevents the loss of diversity in the 
population and premature convergence. Recombination (or crossover) and mutation generate 
new candidate neural networks. These are trained by standard methods (e.g., backpropagation 
or other training algorithms such as stochastic gradient descent (SGD), adaptive moment 
estimation (ADAM), momentum, etc.). The trained neural networks are used to solve the 
problem. The performance of each neural network is evaluated using a fitness function on its 
ability to carry out the task. The fittest genomes are chosen for creating the next generation 
according to fitness assessments. Poorly performing genomes are removed from the pool, and 
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the genomes are clustered into species to retain diversity. The best genomes are selected as 
parents to produce the next generation, and they associate with each other through genetic 
operations. Genetic operations, fitness evaluations, and selection are performed repeatedly until 
the neural networks evolve to accomplish the task optimally. 

 

Figure 4: Flow Chart of Neuroevolution. 

NeuroEvolution of Augmenting Topologies (NEAT): 
The NEAT utilizes an optimization approach derived from NE. In the fixed architecture 

of NE, the objective is to optimize the connection weights only that set up the network 
functionality. The question NEAT raise is: can evolving both weights and architectures give an 
edge over just evolving weights on the fixed architecture? In a feed-forward neural network with 
fixed architecture, depending on the task at hand, the loss function is determined and then 
adjusted using a gradient-based approach like Adam or SDG. NEAT on the other hand says 
why not learn or search the suitable architectures and then tune their connection weights 
accordingly [35]. So, it starts with simplistic possible neural networks with direct connections 
between input and output neurons and their connection weights. It creates the initial population 
of such neural networks. These networks are then evolved using crossover and mutation to 
search for better and improved networks by tuning the parameters, thereby creating new 
populations [36], [37]. This arises technical challenges such as how to genetically represent 
dissimilar architectures to crossover in a significant way to avoid suboptimal solutions, how to 
save the architectural changes that can be optimized in a few generations disappearing 
prematurely from the population, and how to keep minimal architectures throughout evolution 
without a specialized fitness function? The NEAT solves these challenges by using direct 
encoding, global historical markings, and speciation [10]. 

For every neural network in the population, NEAT keeps the genome known as 
genotype in the background that corresponds directly to a network known as phenotype. The 
genome consists of node genes (that express artificial neurons) and connection genes (that 
express synaptic weights). Node genes list input, hidden, and output nodes (or neurons). The 
connection genes illustrate global innovation number (or historical marker), from gene, to gene, 
weight, and activeness of connections. The connection genes can be active or inactive and can 
be recurrent or non-recurrent. The combination of genotype and phenotype is known as a 
chromosome [35]. Figure 5 shows the sample NEAT chromosome encoding a neural network. 
There are two input nodes, one hidden node, and one output node. There are six connection 
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specifications, one of which is recurrent (from node 4 to node 3) with innovation number 7, 
and one is inactive (from node 1 to node 4) with innovation number 1. 

 

Figure 5: A Sample of NEAT Genotype and Phenotype. 

When neural network architecture in the population crosses over with another network, 
the important information may vanish. This is known as the competing conventions problem 
[10]. To solve this problem, the NEAT uses global innovation numbers. These numbers are the 
historical markers that maintain the historical origin of each gene throughout its evolution. 
During the process of crossover, genes may either match or differs between the two parents. 
Matching genes have the same innovation numbers in both parents. Disjoint genes are found 
within the range of the other parent’s innovation numbers, while excess genes occur outside this 
range. To construct an offspring, both parent genes are crossed over randomly from the 
matching genes while for the excess or disjoint genes, a more fit parent is preferred. The NEAT 
performs mutation by adding a new node, new connection between existing nodes, removing 
an existing node, and removing the connection between existing nodes. Once mutated, these 
changes in the connection genes are shown by fixed innovation numbers. These architectural 
changes must be protected using population speciation [36]. The grouping of genomes into 

species is done by calculating the compatibility distance δ between pairs of genomes using Eq. 
1 considering: 

δ =  
c1E

N
+

c2D

N
+ c3. W̅    (1) 

Here, E, D, W̅, N are the excess genes, disjoint genes, the average weight difference of 

matching genes, and the number of genes in the larger genome, respectively. c1, c2, and c3 are 
coefficients that control the relative importance of excess genes, disjoint genes, and average 

weight difference. The genomes with compatibility distance δ above a threshold δt are placed 
into a new species while lower are placed in existing species with the most matching and 
compatible representative genome. 
Convolution Neural Network (CNN): 

The ANNs need meticulous consideration of the architecture and its thorough tuning 
of the hyperparameters such as the number of hidden layers, number of nodes in a layer, number 
of epochs, learning rate, batch size, activation function, backpropagation technique, and 
regularization techniques [38], [39]. The standard Neural Network (ANN) is inefficient for high-
dimensional data. For example, if the dimension of a color image is 100x100x3 and there are 
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100 nodes in the first hidden layer, then there are 3 million weights parameters. When the image 
dimension is doubled to 200×200×3 with the same number of nodes, the weight parameters 
reach to 12 million. Therefore, an efficient solution is needed to handle this problem. The CNN 
is the most popular DL technique to solve Image classification [40]. It has a convolutional layer 
where filters (or kernels) scan the image and look for specific features, a pooling layer where the 
image reduces into a smaller dimension, and a fully connected layer to classify it. Thus, CNN 
provides feature learning, dimensionality reduction, and classification [41]. Figure 6 shows a  
5-layer CNN with two convolutional layers, two pooling layers, and a fully connected layer. It 
can be used to classify land cover in satellite images. 

 

Figure 6: An Example of a Convolutional Neural Network. 

Classification Based on NEAT: 
In this paper, categorical LULC images were classified using the EuroSAT RGB Dataset. 

The simplified framework of object categorization system is depicted in Figure 7. It consists of 
four main steps: pre-processing, data encoding, model training and validation, and model 
evaluation and prediction. First, the class labels are obtained as a list of strings, with each string 
representing a directory in the dataset directory. Subsequently, the count for the images in each 
category is acquired. Then, the following four steps are performed: 

 

Figure 7. Methodology. 

Pre-Processing: 
First, a dictionary data is created that stores the full image path as the key and its 

corresponding label as the value. This is done by first iterating through each label in the labels 
list and then iterating through each image in the directory corresponding to that label. For each 
image, the data dictionary is updated by adding a key-value pair, where the key is the full image 
path and the value is the image label. Then two panda’s series X and y are created from the data 
dictionary, where X contains the image paths and y contains the label. Next, the data is split into 
training (70%) and testing (30%) sets using the Scikit-learn class Stratified Shuffle Split [42]. 
Subsequently, by iterating through the split data and for each training and testing set, the old 
directory paths are replaced with the new directory paths for the training and testing sets using 
the re library. Finally, two Numpy lists i.e. train_path_map and test_path_map was created 
that contain the old and new paths for the training and testing images, respectively, in the form 
of tuples (old path, new path). Next, the Keras class Image Data Generator is used to 
generate the batches of image data for training and testing and represented as a tuple of two 
Numpy arrays (images and labels). Operations such as normalization (i.e. rescaling in the range 
of 0-1) and creation of a one-hot encoded vector for verifying the output of neural networks 
were performed using Keras. 
Data Encoding: 



                                International Journal of Innovations in Science & Technology 

June 2024|Vol 6| Issue 2                                                                                   Page |889 

The data generated by the training and testing generators in the pre-processing stage was 
extracted using the next () method [43], [44] and stored in variables X_train, y_train, X_test, 
and y_test. The next () method returns a tuple containing two elements, the first is the 
training/testing images and the second is the corresponding labels. The X_train and X_test is 
4D array of shape (batch_size, height, width, channels) and the y_train and y_test is 2D array of 
shape (batch_size, num_classes). The reshaping of images from a 4D array (batch_size, height, 
width, channels) to a 2D array (batch_size, height*width*channels) is performed using the 
reshape () method. The reshaped Numpy arrays are then converted to Python lists, with the 
names lx_train, ly_train, lx_test, and ly_test respectively. It was accomplished by calling the 
tolist () method on the X_train, y_train, X_test, and y_test arrays. 
Model Training and Validation: 

Once the images are in a list format, they are ready to be classified using the NEAT 
algorithm. For EuroSAT RGB, the input nodes are set equal to 12288 and output nodes are set 
equal to 10. One, two, & three hidden layer neural network architectures were tried with a 
population size of five and ten for sigmoid and Rectified Linear Unit (RELU) [45] activation 
functions. The fitness threshold was set equal to the batch_size. The training accuracy, 
generation time, and average training accuracy were determined for each network. 
Model Evaluation and Prediction: 

Eventually, use the testing dataset to calculate the testing accuracy and average testing 
accuracy of the NEAT-based neural networks. 
Performance Metrics: 

In this research study, a balanced EuroSAT RGB dataset was used for experiments with 
each class having the same number of samples. Accuracy is a reliable metric for estimating the 
performance of a technique on the balanced datasets. Additionally, computational time was used 
to evaluate the technique’s efficiency. 
Training Accuracy: 

It is determined by comparing the model's outputs with the actual labels of the training 
data. The training accuracy measures model's ability to predict the output correctly for a given 
input during the training phase. 
Testing Accuracy: 

It is determined by comparing the model's predictions with the true labels of the testing 
data. The testing accuracy measures how well the model generalizes to new, unseen data. 
Overall Accuracy: 

Overall accuracy is a measure of the model's ability to correctly classify instances, both 
during the training and testing phases, out of the total number of instances. It can be calculated 
using Eq. 2. 

Overall Accuracy (OA) =  
(Training Acc.+ Testing Acc.)

2
   (2) 

Computational Time: 
Computational time quantifies the time required for a model to train and test on a 

dataset. It depends on factors including the hardware used, the dataset size, and the intricacy of 
the model. 
System Specifications: 

For model training, the following specifications were used: 

 Apple MacBook Pro (Retina, 13-inch) 

 Processor: 2.9 GHz Intel Core i5 (Turbo Boost up to 3.3 GHz) 

 Memory: 16 GB 1867 MHz DDR3 

 Graphics: Intel Iris Graphics 6100 1536 MB 

Results: 



                                International Journal of Innovations in Science & Technology 

June 2024|Vol 6| Issue 2                                                                                   Page |890 

A brief and precise summary of our experimental results and their interpretation using 
the NEAT-based neural network architecture is presented below. 
Hyperparameter Tuning in NEAT– An Overview of Key Parameters: 

NEAT has many parameters that control its implementation and various aspects of the 
training process [16]. Table 2 shows various NEAT parameters used for the EuroSAT RGB 
dataset. These values can be adjusted to fine-tune the training process and optimize the 
performance of the final model. 

Table 2: NEAT Parameters for LULC Classification using the EuroSAT RGB Dataset. 

Parameters Values Description 

fitness_criterion Max It is the criterion used to evaluate the fitness of a 
network. Here, the setting is configured to 'max', 
indicating that the network with the highest fitness 
score will be regarded as the optimal one. 

fitness_threshold Batch size It is the minimum fitness value required for a network 
to be considered fit enough to be included in the 
population of networks. Here, it is set to 'batch size', 
which is 700 for training and 300 for testing. 

pop_size 5 and 10 It specifies the number of networks in a population. 
It affects the diversity and the exploration of the 
solution space. Here, it is set to five and ten. 

reset_on_extinction False It controls whether or not the algorithm should reset 
the population if it becomes extinct. Here, it is 
configured as 'False'. 

activation_default Sigmoid It specifies the default activation function used for 
nodes within the network. The current setting is 
configured to use the 'Sigmoid' function. 

activation_mutate_rate 0.0 It is the probability that the activation function of a 
node will be randomly changed during mutation. 
Here, it is set to '0'. 

activation_options Sigmoid It lists the options for activation functions that can be 
used in the network. Here, it is set to only 'Sigmoid'. 

conn_add_prob 0.5 It is the probability that a new connection will be 
added to the network during mutation. For this study, 
it is set to '0.5'. 

conn_delete_prob 0.5 It is the probability that a connection will be removed 
from the network during mutation. Here, it is set to 
'0.5'. 

enabled_default True This controls the default status of a node, whether it 
is enabled or not. Here, it is 'True'. 

enabled_mutate_rate 0.01 It is the likelihood that the node’s status will be 
randomly changed during mutation. Here, it is '0.01'. 

feed_forward True It controls the type of network topology to use. Here, 
it is set to True, which means the network is 
feedforward. 

initial_connection full_direct This parameter specified the initial connection of the 
network. For this study, it is set to 'full_direct' which 
means all input nodes are connected to all output 
nodes. 

node_add_prob 0.2 It is the probability that a new node will be added to 
the network during mutation. For this study, it is 0.2. 
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node_delete_prob 0.2 It is the likelihood that a node will be removed from 
the network during mutation. For this study, it is 0.2. 

num_hidden 1, 2, and 3 This parameter controls the number of hidden layers 
in the network. Neural network architectures with 
one, two, and three hidden layers were attempted. 

num_inputs 12288 This parameter specifies the number of input nodes 
in the network. The shape of an individual image in 
EuroSAT RGB is 64x64x3, which on reshaping gives 
a 12288 elements list. Hence, the number of input 
nodes is set to 12288. 

num_outputs 10 This parameter specifies the number of output nodes 
in the network. As there are ten different classes in 
EuroSAT RGB among which neural network has to 
categorize an image, so for this study, it is set to 10. 

Data Splitting and Evaluation in NEAT– Training, Testing, and Fitness Threshold: 
As mentioned earlier that the EuroSAT RGB dataset was reduced into a compact, 

balanced dataset of 1000 images using random sampling and then split into 70% and 30% for 
training and testing sets using stratified sampling. This means that a single batch of 700 images 
will be utilized for training and another batch of 300 images will be employed for testing. 
Therefore, the fitness threshold is 700 for the training and 300 for testing dataset and their 
details are shown in Table 3 and Table 4. 
Experiment 1– The Effectiveness of Training Accuracy in the NEAT Evolved Neural 
Networks: 

With the help of training dataset, experiment 1 was performed to assess how various 
parameters impact the training accuracy of the NEAT evolved Neural Networks for LULC 
classification using EuroSAT RGB dataset. Table 3 presents a summary of the results from 
seven experimental models (M1-M7). The variations in population size (5 and 10), hidden layers 
(1, 2, 3), and activation functions (sigmoid and relu) were observed for the fixed number of 
generations, which represents the number of times the NEAT algorithm will repeat the process 
of selection, reproduction and mutation of individuals in a given population to find the best 
solution. It is a stopping criterion for the NEAT algorithm and was set to 25 in this study. This 
number has been selected after extensive experimentation as the NEAT algorithm can converge 
to a good solution before reaching the maximum number of generations. For four different runs 
of the experiment, training accuracy for all models were obtained. 

Table 3 shows that the maximum and average training accuracy achieved was 100% by 
model M5. The best result was obtained using sigmoid as an activation function for a population 
size of ten and neural networks with two hidden layers. Rectified Linear Unit (RELU) as an 
activation function resulted in a drastically poor accuracy as shown by model M7 contrary to the 
CNNs that give the best results on RELU instead of a sigmoid. It can be inferred that the NEAT 
algorithm has the potential to generate efficient neural networks for classifying satellite images. 
Experiment 2– The Effectiveness of Testing Accuracy in the NEAT Evolved Neural 
Networks: 

With the help of testing dataset, experiment 2 was performed to assess how various 
parameters impact the testing accuracy of the NEAT evolved Neural Networks for LULC 
classification using EuroSAT RGB dataset. For each model, four runs were performed and 
testing accuracy was reported. The results of seven experimental models (M1-M7) are 
summarized in Table 4. Testing accuracy is a measure of how well the network can correctly 
predict the output from a set of testing dataset inputs. The model designated as M5, which 
employed a population size of 10, two hidden layers, and the sigmoid activation function 
depicted the highest average (99.83%) testing accuracy. 
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Experiment 3– Computational Time Comparison of the NEAT Evolved Neural 
Networks: 

In terms of both training accuracy and testing accuracy, excellent results were achieved 
for the following two models: 

 Best model (M5): The population size of 10 with two hidden layers and an activation 
function of sigmoid achieved the highest average training accuracy of 100% and the 
highest average testing accuracy of 99.83%. The overall accuracy is 99.91%. 

 Runner-up model (M2): The population size of 5 with two hidden layers and an 
activation function of sigmoid achieved the second highest average training accuracy of 
99.49% and the second highest average testing accuracy of 99.42%. The Overall accuracy 
for this case is 99.45%. 

Table 3: Training Accuracy of NEAT evolved Neural Network Architectures for LULC 
Classification using the EuroSAT RGB Dataset. 

Mod. 
No. 

Pop 
Size 

Fitness 
Thresh. 

Act. 
Function 

Hidden 
Layers 

Training Accuracy Avg. 
Training 
Accuracy 

     Run1 Run2 Run3 Run4  

M1 5 700 Sigmoid 1 99.43 100 96.86 99.57 98.96 
M2 5 700 Sigmoid 2 99.57 99.57 99.71 99.14 99.49 
M3 5 700 Sigmoid 3 99.29 90.00 99.86 96.86 96.50 
M4 10 700 Sigmoid 1 99.86 100 100 100 99.96 
M5 10 700 Sigmoid 2 100 100 100 100 100 
M6 10 700 Sigmoid 3 90.00 100 100 100 97.50 
M7 5 700 Relu 1 19 17.57 16.71 33.14 21.60 

Table 4: Testing Accuracy of NEAT evolved Neural Network Architectures for LULC 
Classification using the EuroSAT RGB Dataset. 

Mod. 
No. 

Pop 
Size 

Fitness 
Thresh. 

Act. 
Function 

Hidden 
Layers 

Testing Accuracy Avg. 
Testing 

Accuracy 

     Run1 Run2 Run3 Run4  

M1 5 300 Sigmoid 1 98.66 100 96.67 99.00 98.58 
M2 5 300 Sigmoid 2 99.67 99.67 100 98.33 99.42 
M3 5 300 Sigmoid 3 98.00 90.00 100 96.00 96.00 
M4 10 300 Sigmoid 1 99.67 99.33 100 99.33 99.58 
M5 10 300 Sigmoid 2 100 100 99.33 100 99.83 
M6 10 300 Sigmoid 3 90.00 100 100 100 97.50 
M7 5 300 Relu 1 19 18 16.64 27.67 20.33 

Time Per Generation: 
It refers to the time taken by the NEAT algorithm to complete one generation of 

training on the dataset. As an example, in the first run of the best configuration (M5), the time 
taken for the first generation was 256.78 seconds, while in the first run of the runner-up 
configuration (M2) the time taken for the first generation was 130.21 seconds. The reason for 
the runner-up configuration's shorter time is its smaller population size, which includes 5 
networks to train, as opposed to the best configuration's 10 networks to train.    
Average Time Per Run: 

It refers to the mean duration required for the NEAT algorithm to finish all generations 
of training on the dataset for one run, calculated by taking the average of all runs. For best 
configuration (M5), the average time of 1st, 2nd, 3rd, and 4th runs were 203.23, 144.92, 222.49, and 
116.14 seconds, respectively. Thus, the average time per run was 171.69 seconds. For runner-
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up configuration (M2), the average time of 1st, 2nd, 3rd, and 4th runs were 160.68, 139.97, 130.63, 
and 130.16 seconds, respectively. The average time per run was 140.38 seconds. 
Total Training Time Per Run: 

It refers to the time it takes for the NEAT algorithm to complete all generations of 
training on the dataset for one run. It is shown in Table 5 both in seconds and in hours. For 
best configuration (M5), 1st, 2nd, 3rd, and 4th runs took one hour 41 seconds, one hour, one hour 
54 minutes, and 48 minutes, respectively. For runner-up configuration (M2), 1st, 2nd, 3rd, and 4th 
runs took one hour 12 minutes, 58 minutes, and 54 minutes, respectively. This showed that the 
best configuration (M5) on average took slightly more time than the runner-up configuration 
(M2). 

Table 5: Time Analysis of the Best and Runner-up NEAT evolved Neural Network Models 
for LULC Classification using the EuroSAT RGB Dataset. 

 Best Configuration (M5) Runner-up Configuration (M2) 

Gen. Time 
per 
gen. 

(Run1) 

Time 
per 
gen. 

(Run2) 

Time 
per 
gen. 

(Run3) 

Time 
per 
gen. 

(Run4) 

Time 
per 
gen. 

(Run1) 

Time 
per 
gen. 

(Run2) 

Time 
per 
gen. 

(Run3) 

Time 
per 
gen. 

(Run4) 

1 256.78 277.45 273.81 296.55 130.21 134.39 134.38 141.43 
2 248.47 256.85 260.64 277.05 128.94 129.02 131.46 142.79 
3 250.97 261.06 262.81 280.28 131.71 133.04 128.91 138.39 
4 244.19 255.34 250.15 271.37 166.76 132.36 129.11 136.41 
5 237.91 245.11 252.41 295.00 135.70 131.97 126.89 134.58 
6 242.80 242.36 232.71 311.01 135.81 127.24 159.83 138.82 
7 252.41 258.09 248.97 290.54 137.81 118.55 131.08 134.31 
8 240.86 252.26 226.59 280.65 130.61 122.65 128.79 136.28 
9 257.62 267.82 267.72 319.16 171.66 118.88 126.27 154.22 
10 244.33 266.74 227.53 281.94 129.78 119.95 130.33 133.10 
11 249.86 256.84 240.41  168.67 120.42 128.28 127.41 
12 241.69 265.80 235.09  129.53 119.35 126.76 137.75 
13 248.01 255.12 234.55  171.29 120.47 127.15 124.93 
14 246.01 262.15 231.73  136.73 494.52 127.03 131.26 
15 229.70  239.49  164.22 122.72 163.24 125.65 
16 256.32  235.81  143.62 121.57 122.99 125.18 
17 230.25  237.89  274.47 120.52 116.22 114.82 
18 237.46  233.01  142.47 117.78 205.44 116.14 
19 224.50  236.59  133.29 119.78 121.06 117.66 
20 211.84  231.46  139.19 117.60 116.97 122.94 
21 228.81  237.44  490.69 168.54 125.19 120.16 
22   234.87  122.38 118.99 117.17 125.50 
23   230.59  135.17 124.98 108.34 121.64 
24     125.39 118.69 117.76 126.88 
25     140.79 125.19 115.12 125.78 

Avg. Time (s): 203.23 144.92 222.49 116.14 160.68 139.97 130.63 130.16 
Tot. Time (s): 5080.86 3623.04 5562.33 2903.57 4016.94 3499.21 3265.75 3254.02 
Tot. Time (hr.): 1.41 1.00 1.54 0.81 1.12 0.97 0.91 0.90 

Discussion: 

Analysis of LULC-NEAT Performance Based on Accuracy: 
In essence, Table 3 from experiment 1 and Table 4 from experiment 2 demonstrates 

that utilizing sigmoid as the activation function and increasing the number of hidden layers from 
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one to two has increased the training and testing accuracy. Using relu as the activation function, 
on the other hand, decreased the training and testing accuracy. The training and testing accuracy 
improved when the population size was increased from 5 to 10. 
Analysis of LULC-NEAT Performance Based on Solution Convergence: 

From the results of experiment 3 as shown in Table 5, it is evident that the NEAT 
algorithm can converge to a solution in fewer generations than the set number of generations. 
The M5 best configuration achieves this convergence in an average of 17 generations, likely due 
to its larger population size of 10. In contrast, the runner-up M2 configuration requires an 
average of 25 generations to converge, which can be attributed to its smaller population size of 
5. 
Analysis of LULC-NEAT Performance Based on Overall Accuracy and Average 
Computational Time: 

Table 6 shows the overall accuracy and computation time for LULC-NEAT in terms of 
hyperparameters such as population size, activation function, and number of hidden layers. Both 
models have high overall accuracy, but the second model with a population size of 10 has slightly 
better testing and training accuracy. However, it takes more time to train. Depending on the 
specific use and resources available, one model may be more suitable than the other. 

Table 6: LULC-NEAT Overall Accuracy and Average Computation Time. 

Population 
Size 

Activation 
Function 

Hidden 
Layers 

Average 
Training 
Accuracy 

Average 
Testing 

Accuracy 

Overall 
Accuracy 

Average 
Computational 

Time 

5 sigmoid 2 99.49 99.42 99.45 58 m 30s 
10 sigmoid 2 100 99.83 99.91 1 h 11 m 12 s 

Comparison of LULC-NEAT with State-of-the-Art CNN Models: 
Table 1 presented detail comparison of LULC classification studies on the EuroSAT 

RGB dataset. The results indicated that the GoogleNet with preprocessing by Yadav [24] and 
the Wide ResNet-50 with data augmentation by Naushad [14] were the most successful among 
all the compared state-of-the-art CNN methods. LULC-NEAT is compared against both in 
terms of overall accuracy and total time as indicated in Table 7. 

Table 7: Comparison LULC-NEAT with State-of-the-art CNN Model. 

Authors Number of 
Hidden Layers 

Model Overall 
Accuracy 

Total Time 

Naushad et 
al. [14] 

>2 Wide ResNet-50 (With 
Data Augmentation) 

99.17% 2 h 7 min 53 s 

Yadav et al. 
[24] 

22 GoogleNet (With 
Preprocessing) 

99.68% - 

This study 2 LULC-NEAT 
(Population Size =5) 

99.45% 58 m 30s 

LULC-NEAT 
(Population Size =10) 

99.91% 1 h 11 m 12 s 

The overall accuracy of GoogleNet leveraging LAB color model during the pre-
processing stage as proposed by Yadav [24] is 99.68%, while the overall accuracy of the Wide 
ResNet-50 model, as proposed by Naushad [14] is 99.17%, with a total time of 2 hours, 7 
minutes, and 53 seconds. The LULC-NEAT model with a population size of 5 achieved an 
overall accuracy of 99.45%, with a total time of 58 minutes and 30 seconds. Similarly, the LULC-
NEAT model with a population size of 10 achieved an overall accuracy of 99.91%, with a total 
time of 1 hour 11 minutes, and 12 seconds. It is important to note that both LULC-NEAT 
models are simple models with only two hidden layers than the GoogleNet and Wide ResNet-
50 CNN models. The LULC-NEAT models improve prediction from the GoogleNet and Wide 
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ResNet-50 CNN models because it is less complex with fewer parameters to learn. The 
generalization and training times are also improved as shown in Table 7. Additionally, a model 
with fewer layers may not overfit the training data as easily as a model with more layers. In some 
cases, a simpler model can be more effective in capturing the underlying patterns in the data, as 
it is less likely to be influenced by noise or irrelevant features. Another reason could be that the 
model with fewer layers is well-suited for the specific task, dataset, and computational resources 
available. The same reasoning was validated by Yadav et al. [24], who found that increasing the 
number of layers in a CNN does not always lead to improved results for a medium-sized dataset. 
In their study, they reported that GoogleNet, a 22-layer CNN, outperformed the 50-layer 
ResNet50 and the 101-layer ResNet101 in terms of both speed and accuracy. 
Comparison of LULC-NEAT with a Contemporary e-NEAT: 

In 2022, Guilherme [46] proposed the e-NEAT framework, which introduced a novel 
approach to tropical forest deforestation detection using pattern classifiers based on the NEAT. 
The framework utilized artificial neural networks and an aggregation method to enhance the 
classification results for Landsat-8 satellite images with minimal cloud cover captured near July 
31, 2017. The e-NEAT achieved a balanced accuracy score of over 90% using a limited and 
reduced training set. The dataset was limited by using a reduced training scenario, meaning that 
each learning technique had only 91 segments to train the model, and 57,646 segments were 
classified on the test set. The mask used for image seg-mentation excluded all non-forest areas 
before August 1st, 2016. 

The balanced accuracy measure in the e-NEAT considers both false positives and false 
negatives and gives equal weightage to each type of error, making it an unbiased evaluation 
method. This approach encourages diversity among the base classifiers, resulting in a better 
performance of the classification models compared to those using single or multiple classifiers. 
However, the e-NEAT has two limitations. Firstly, it only focuses on detecting newly deforested 
regions and does not account for other types of land cover changes such as pasture, herbaceous 
vegetation, annual and permanent crops, industrial and residential buildings, highway, sea and 
lakes, rivers, etc. Secondly, the e-NEAT framework was tested with a restricted training set, 
which may limit its generalizability to other datasets or scenarios. 

In contrast to e-NEAT, the LULC-NEAT provides a novel solution to the first 
limitation by considering diversified land covers and demonstrates good performance. However, 
since the purpose of this study was to show the potential of NEAT for solving LULC 
classification, it employed only the balanced EuroSAT RGB dataset. In the future, the LULC-
NEAT will be improved for the multispectral dataset instead of the RGB dataset and most 
importantly could be implemented for real-world Sentinel-2 Satellite images of a specific region 
with sufficient training and testing datasets. Additionally, performance metrics such as precision, 
recall, f1-score, confusion matrix, and overall accuracy will be used. Also, in the future, the 
power of graphics processing units (GPUs) and DL will be employed for LULC-NEAT to 
achieve better results with respect to both accuracy and speed. 

Conclusion: 
In this study, NEAT was implemented to solve the LULC classification problem. The 

results show that the NEAT algorithm has the potential to produce efficient results for satellite 
images. The proposed algorithm performed extremely well. The results of the experiment using 
NEAT evolved FFNN with two hidden layers on a balanced dataset showed a high training 
accuracy of 100% and a good testing accuracy of 99.83%. This indicates that the algorithm has 
learned the features of the training data very well and has the ability to generalize to new unseen 
data. The comparison with state-of-the-art CNN models demonstrated the robustness of the 
proposed approach. However, the concern of overfitting due to a training accuracy of 100% 
should be monitored in future experiments. Additionally, the effectiveness of the proposed 



                                International Journal of Innovations in Science & Technology 

June 2024|Vol 6| Issue 2                                                                                   Page |896 

technique will be further evaluated using multispectral datasets, real-world satellite images, and 
temporal datasets by utilizing the computational power of GPU-based implementation of 
NEAT. Performance metrics such as precision, recall, F1-score, and confusion matrix, in 
addition to overall accuracy, will be employed to quantify the performance of the proposed 
approach in comparison to existing state-of-the-art DL models. Applying NEAT to LULC 
classification contributes to advancing AI techniques in remote sensing and GIS, which is likely 
to inspire new methods and applications. The success of NEAT in LULC classification may 
only encourage its applications in other interdisciplinary fields of environmental monitoring, 
urban planning, agriculture, or disaster management where such classification challenges are real. 
Abbreviations: Abbreviations used in this article are listed below: 

ADAM Adaptive Moment Estimation 

ANN Artificial Neural Network 

CI Color Infrared 

CNN Convolutional Neural Network 

CV Computer Vision 

DL Deep Learning 

DDRL-AM Deep Discriminative Representation Learning with Attention Map 

Fuzzy ARTMAP Fuzzy Adaptive Resonance Theory-supervised Predictive Mapping 

GLCM Grey-Level Co-occurrence Matrix 

GPU Graphics Processing Unit 

HOG Histogram of Oriented Gradients 

LULC Land Use Land Cover 

MD Mahalanobis Distance 

ML Machine Learning 

MS Multispectral 

NE Neuroevolution 

NEAT NeuroEvolution of Augmenting Topologies 

NLP Natural Language Processing 

PR Pattern Recognition 

ResNet-50 Residual Network 50 

RF Random Forest 

RGB Red, Green and Blue 

SAM Spectral Angle Mapper 

SDG Stochastic Gradient Descent 

SVM Support Vector Machine 

SWIR Short Wave Infrared 

TL Transfer Learning 

VGG-16 Visual Geometry Group 16 

VGG-19 Visual Geometry Group 19 

Wide ResNet-50 Wide Residual Network 50 

XGBoost Extreme Gradient Boosting 
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