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NOISIAI

epression is a leading cause of disability worldwide, affecting approximately 4.4% of the

global population. It can escalate from mild symptoms to severe outcomes, including

suicide, if not treated early. Thus, developing systematic techniques for automatic
detection is crucial. Social media platforms like Facebook, Twitter, TikTok, Snapchat, and
Instagram provide users with the means to share personal feelings and daily activities, offering
valuable insights into their thoughts and behaviors. This research aims to identify users who
publicly disclosed their diagnoses and collect their data from Twitter. We created three different
datasets, each varying in the number of tweets stored based on criteria discussed later. We
selected six classifiers for analysis. Support Vector Machine (SVM), Logistic Regression,
Random Forest, Max Vote Ensemble, Bagging, and Boosting. We conducted two analyses. In
the first, textual data was converted into embeddings using the Bag of Words approach before
analysis. In the second, a multivariate analysis, we trained algorithms on multi-dimensional data.
Our findings revealed that Logistic Regression outperformed other techniques on smaller
datasets. However, the Boosting algorithm yielded the best results on a dataset of 3,200 tweets,
and the Bagging algorithm excelled when trained on 3,200 tweets of multivariate data. Overall,
neatly all algorithms performed well on the 3,200-tweet datasets.
Keywords. Depression, Machine Learning, Major Depressive Disorder, Sentiment Analysis,
SVM, Random Forest.
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Introduction.

Major Depressive Disorder (MDD), commonly known as depression, is one of the most
severe psychiatric disorders worldwide [1], making it the leading cause of disability globally [2].
A study disclosed that approximately 322 million people suffer from MDD, contributing to
4.4% of the global disease burden [3]. According to the World Health Organization, depression
is more common in developing countries, where an estimated 10-44% of the population has
experienced it, and approximately 50.8 million people are currently affected. In 2021, an
estimated 280 million people, including 5% of all adults, experienced depression [4]. Depression
is often associated with poor socioeconomic status, with individuals from disadvantaged
backgrounds being more likely to suffer from this disorder [5]. A study [0] identified factors
such as academic stress, teenage marriages, limited job opportunities, unemployment, drug
abuse, restricted access to higher education, and political violence as contributing factors to the
high prevalence of depression among young adults. Additionally, age plays a significant role,
with younger individuals being more vulnerable to depression [7], while the Centers for Disease
Control and Prevention, report a 1% to 5% prevalence among senior citizens [8]. The
occurrence of depression is also influenced by gender, with women being more prone than men,
as 1 in 8 women may experience MDD at some point in their lives [9].

Early detection of depression is crucial for improving quality of life, reducing the risk of
suicide, and decreasing drug use. The Diagnostic and Statistical Manual of Mental Disorders
(DSM-V) defines a major depressive episode as a persistently dejected mood and lack of interest
in activities for at least two weeks, along with six other symptoms, including sleep disturbances,
changes in weight and appetite, fatigue, concentration problems, psychomotor
agitation/retardation, and recutrent suicidal thoughts [10]. Diagnosing depression is challenging
due to its overlap with other illnesses and varying symptoms [11]. Physicians often overlook
depression unless major symptoms are reported, and the link between depression and somatic
complaints is frequently missed [12]. Traditionally, depression levels are measured using
questionnaires such as CES-D [13], BDI [14], PHQ-9 [15], and SDS [16]. However, these self-
reported or third-party-filled forms can be unreliable and subject to manipulation, highlighting
the need for a systematic diagnosis mechanism.

Recently, social media platforms such as Facebook, Twitter, Reddit, and Tumblr have
provided a way to observe behavioral traits linked to thoughts, social interactions, moods, and
activities. Women tend to be especially active and expressive on social media platforms, where
users frequently share their emotions and daily experiences. The language used can reflect
feelings of guilt, shame, and self-deprecation, characteristic of major depression [17]. Thus,
social media can serve as a valuable tool for early depression diagnosis. Using natural language
processing techniques, signs of depression can be detected from online data. The primary goals
of this study are to identify depressed populations on social media, collect their data, and use it
to train machine learning models such as support vector machines, logistic regression, random
forests, and ensemble methods like bagging and boosting for accurate MDD identification.

The paper is structured as follows. The Introduction provides the contextual
background and defines the research problem. The Literature Review discusses existing studies
and identifies research gaps. The Objectives section outlines the specific goals of this research.
The Research Methodology details the study's phases and processes. The Classification Metrics
section describes the experimental setup and evaluation criteria. The Results section presents a
comparison of outcomes across different tweet datasets. The Discussion focuses on model
interpretability and their potential for real-time application. Finally, the Conclusion summarizes
the key findings and offers suggestions for future research directions.

Literature Review.

The methodology proposed by [18] involved collecting data by scraping tweets from

Twitter. The query “I was diagnosed with X disease” was used, with "X" being replaced by
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"depression" and "PTSD." This data was then examined using various machine-learning
techniques to detect the presence of these disorders. Similarly, a previous study [17] used
Twitter's public API to collect data with the query “I was diagnosed with X.” The experiments
concluded that language models produced better results than LIWC.

Research by [19] formulated a dataset of 140,946 tweets from about 90 people,
identifying 1,000 tweets with depressive language. They noted the high-frequency usage of first-
person pronouns and negative language among people suffering from depressive disorders. S.
Tsugawa et al. collected SDS levels from 50 Japanese candidates and then acquired tweets from
each participant to assess their depression levels. Using a regression model, they found a positive
association between Zung’s depression scale and the results obtained [20]. Another study [21]
fetched data from Twitter using the keyword “Depression” and analyzed it through multiple
regression and LIWC models. The findings revealed that individuals with depression frequently
share their diagnosis online; however, gender did not emerge as a significant factor. Researchers
in [2] collected Spanish and Portuguese tweets indicating depression, pregnancy, flu, or eating
disorders. The author [22] found 3000 tweets of users showing signs of depression or PTSD by
querying “I was just diagnosed with depression or PTSD.” While no significant results were
found, the research provided insights for future work. The author [23] used CNN, RNN, SVM,
and other deep learning paradigms to identify depression on Twitter, with the CNN model
performing the best. Kabir et al. [24] introduced a typology for classifying social media texts to
detect varying levels of depression severity. The results demonstrate that the proposed
framework effectively enhances the accuracy of depression detection, offering a valuable tool
for mental health assessment.

F. Cacheda et al. gathered Reddit data and processed it to obtain tuples containing 1D
and writing, employing features like textual similarity and semantic similarity for early depression
diagnosis. The author [25] used crowdsourcing methods to gather Twitter data from users
scoring significantly on the CES-D, findings revealed that depressed people often have tightly-
knit egocentric social graphs and use negative language. Another study [26] analyzed tweets to
detect signs of depression using six machine learning algorithms, concluding that SVM
outperformed the others. A different study compared baseline LSTM and a hybrid model
combining BiLSTM and CNN, revealing that the hybrid model generated better results [27].

This paper [28], proposed a methodology for creating a dataset from social media data,
classifying it into not depressed, moderately depressed, and severely depressed categories. Data
augmentation techniques were used to address data imbalance, and several traditional machine
learning algorithms were applied. The study found that a model trained with Word2Vec
embeddings and a Random Forest classifier achieved the best results with an accuracy of 0.877
and a high F1 score [28]. Research in [29] attempted to label Reddit comments as “depressed”
ot “non-depressed” using traditional machine learning and deep learning techniques, with SVM,
Logistic Regression, CNN, and BERT models. Another study [30] deployed several traditional
machine learning models to distinguish between suicidal and non-suicidal posts on Reddit, with
SVM generating the best results. Akinyemi et al. [31] showed that machine learning techniques,
especially ensemble methods, are effective in detecting and classifying cyberbullying in social
media texts. The author [32] gathered Facebook data to assess users’ depression levels,
employing SVM, K-Nearest Neighbors, Decision Trees, and Ensemble methods. Research [33]
analyzed Facebook status updates of patients from certain healthcare facilities to detect
depression. A study [34] used RNN and LSTM techniques to detect depression using a Kaggle
dataset, achieving 99% accuracy and outperforming traditional machine learning models.
Another study [35] analyzed real-time tweets using sentiment analysis techniques and a neural
network, with a Bi-directional LSTM model achieving 90% accuracy. The study [36] proposed
the automatic detection of depression using an explainable Multi-Aspect Depression Detection
with a hierarchical attention Network (MDHAN), outperforming baseline models.
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Research [37] used natural language processing and sentiment analysis to detect
depression on Twitter, finding the Random Forest classifier outperformed SVM. A paper [38]
reviewed studies identifying depressive mood disorder on social networks using sentiment and
emotion analysis techniques. Another review [31] examined the papers diagnosing depressive
disorders through social media, suggesting advances in NLP are needed for finer granularity and
addressing the ethical implications of privacy breaches. The paper examined social media's
impact on adolescents' mental health, reviewing literature across four domains. time spent,
activity, investment, and addiction. They found correlations between social media and mental
health but no significant causation. A review identified relationships between social networking
sites and their effects on depression and anxiety, noting mixed results and the need for
longitudinal studies to better understand correlations and causation.

Obijectives.

e  To Develop a robust methodology for accurately identifying Twitter users who exhibit
signs of depression, distinguishing them from a control group of non-depressed users.

. Implement a comprehensive data extraction process to collect relevant behavioral and
linguistic data from the profiles of the identified user groups.

. To Create three distinct datasets encompassing different temporal spans (two weeks,
one month) and tweet volumes (up to 3,200 tweets), incorporating multivariate data to
facilitate thorough analysis.

° Train and fine-tune machine learning classifiers on the constructed datasets to predict
depression in Twitter users, based on their word usage patterns and age.

e  To Conduct thorough testing and validation of the trained models to assess their
predictive accuracy and overall performance, ensuring their effectiveness in real-world
applications.

Methodology.

Data Collection.

This section outlines the methodology for identifying depressed and control candidates
on the Twitter platform using an API. Initially, potential candidates were selected based on
specific criteria, and their data was then scraped to create datasets. The data was organized into
three distinct datasets, each varying in size. Once the datasets were prepared, they were subjected
to a data cleaning process as illustrated in Figure. 1.

Data Collection Age Extraction Dataset Formation Data Analysis
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Figure 1. Diagram of the Complete Proposed Research Methodology
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Detection and Analysis of Depressed Users.

The identification of users exhibiting signs of depression was achieved using a
methodology proposed by [17], bypassing traditional mental health questionnaires. Social media
platforms, such as Twitter, serve as venues where individuals often share their mental health
conditions openly. Users frequently disclose their mental health diagnoses through statements
such as “I was diagnosed with X,” where X represents various mental health conditions [22]. To
gather data on users with depression, two specific queries were on Twitter.

o “I was diagnosed with depression”
. “I am diagnosed with depression”

For each query, 2,000 tweets were collected, resulting in a total of 4,000 tweets. These
tweets underwent manual verification to ensure authenticity. Table 1 presents examples of both
genuine and non-genuine tweets identified through this process. The manual verification
focused on confirming the authenticity of tweets indicating a depression diagnosis or history.
This process resulted in 400 verified tweets, which were further screened under the following
conditions.

. The user must have posted at least 100 tweets.

. A significant proportion of the tweets should be in English.

Out of the initial 400 tweets, 378 met the screening criteria and were included in the
subsequent analysis phase.
Control Users.

A control dataset was obtained using the query “Today is my birthday” to generate a set
of random tweets. A total of 3,200 tweets were collected using this query. The selection process
for the control group followed the same criteria applied to the depressed user data. each
candidate had to have posted at least 100 tweets, with a high proportion in English. Following
this, each tweet was filtered for the presence of terms related to depression using a pipeline
similar to [19], incorporating 15 relevant keywords. Depression, Anxiety, Distressed,
Demotivated, Insomnia, Lonely, Empty, Exhausted, Worried, Overwhelmed, Tired, Sad,
Discouraged, Cry, and Nervous. Candidates whose tweets contained any of these terms were
excluded from the control set. Consequently, 3,080 tweets from the control group were retained
for further analysis.

Age Extraction.

Age is a significant factor in depression studies [20][21]. User profiles that progressed to
the next phase were manually examined for age information. Due to the limited disclosure of
age on profiles, the Lexicon tool [34] was employed for age prediction. For users without
available age details, their most recent 100 tweets were analyzed using the tool to estimate their
age.

Dataset Formation.

Three datasets were constructed, each varying in tweet count based on temporal
constraints. The tweet counts for each dataset are illustrated in Figure. 2.

. Two-Week Dataset.

Tweets from depressed users were collected from the date of their depression diagnosis
up to two weeks later. Similarly, for control users, tweets were gathered from the day of their
birthday tweet up to two weeks thereafter. The resulting datasets contained 82,077 tweets for
depressed users and 7,699 tweets for control users.

° One-Month Dataset.

For both groups, tweets were collected from the date of the diagnosis or birthday tweet
up to one month later. The dataset comprised 15,6165 tweets from depressed users and 12,815
tweets from control users.
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° 3,200 Tweets Dataset.

Due to API limitations, the dataset was restricted to a maximum of 3,200 tweets per
user. The final datasets included 404,643 tweets from depressed users and 103,325 tweets from
control users.

Anonymization.

To protect user privacy, all usernames were replaced with numeric identifiers, and any
personal information such as geolocation data and URLs was removed from the datasets.
Data Structure.

Six SQL tables were created to organize the data, including depress_week_data,
control_week_data, depress_month_data, control_month_data, depress_3200_data, and
control_3200_data. Each table included the following columns.

° Id. Unique identifier for each user.
° Tweets. Concatenated tweets from a user.
e  Age. Age of the user.

° Count. Total number of tweets.
. Emoji Count. Total number of emojis and emoticons.
° Noun Count. Total number of nouns used.

° Verb Count. Total number of verbs used.

o Pronoun Count. Total number of pronouns used.
o Personal Pronoun Count. Total number of personal pronouns used.
Tweets per Category by Dataset
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Figure 2. Tweet Count Per Each Dataset
Data Analysis.

Analysis of the 3,200-tweet dataset revealed that the average age of depressed users was
approximately 25 years, compared to 29 years for control users. Depressed users averaged 123
emojis per tweet, whereas control users averaged 32. Depressed users used an average of 5,551
nouns and 5,188 verbs, while control users used 867 nouns and 686 verbs. Pronoun and personal
pronoun usage averaged 2,593 and 1,969, respectively, for depressed users, compared to 511
and 189 for control users.

Data Cleaning.
The data cleaning process involved.

o Removal of URLs using regular expressions via regex version 2022.3.2.
. Replacement of emoijis and emoticons with textual equivalents using emote API version
3.1.
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o Deletion of non-English words using NLTK version 3.8.
. Removal of stop words except first-person pronouns, as they were deemed significant
in identifying depressed users [19].
° Tokenization and lemmatization to standardize the text data.
Following cleaning, a bar chart was created to visualize the frequency of words in the
depressed dataset, highlighting the prevalence of first-person singular pronouns and emoticons
shown in Figure. 3.

High Frequency Word Occurence
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Figure 3. Word Frequency in the Depression Dataset
Data Limitations and Biases.
e The study's data represents only English-language tweets that were analyzed, thus lacking
in representing the broader Twitter user population.

° The detection method does not confirm a formal diagnosis of depression but identifies
users who self-report such conditions.

. Some control users may be undiagnosed or unwilling to disclose their mental health
status.

° Twitter users may not be representative of the global population.

. A significant number of tweets from the control group were lost during the data cleaning

process, leading to an imbalance between the depression and control datasets. This
imbalance could introduce potential bias during model training.

e We visualized age distribution for all selected candidates (both depressed and control)
by categorizing it into ranges, as shown in Figure 4. This revealed a noticeable gap in
data for individuals aged 35 to 67, likely due to lower Twitter usage among people in this
age group.

Machine Learning Algorithms.

o Support Vector Machine (SVM). This approach was utilized to create a decision
boundary in n-dimensional space to separate depressed and control data points. A linear
SVM was used, aiming to maximize the margin between classes. To enhance model
performance, a grid search was conducted to optimize parameters, including gamma set
to auto, cache size to 12,000, and max_iter to -1.

. Logistic Regression (LR). Employed for binary classification, estimating event
probabilities, and using a sigmoid function for binary outcomes. A grid search was
conducted, resulting in the selection of the optimal regularization parameter (C) set at 1
and the L.2 regularization type for improved model performance.
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Random Forest (RF). An ensemble method combining multiple decision trees to
improve classification accuracy. Through grid search, the model was optimized to
include 150 decision trees, using the Gini criterion to assess splitting quality.

Max Vote Ensemble (MVE). Aggregated predictions from multiple classifiers,
including Logistic Regression, SVM, Random Forest, Extreme Gradient Boosting
(XGB), and Decision Tree, using hard voting to determine the final classification. Each
classifier's parameters were fine-tuned using grid search to optimize performance.

Bagging (BAG). An ensemble technique that reduces dataset variance by training
multiple weak classifiers on different subsets of data. A Decision Tree Classifier was
used as the base classifier, with 500 trees. All other parameters were optimized through
grid search.

Boosting (BST). An ensemble method that sequentially trains classifiers to correct
errors made by previous models. The base classifier was Gradient Boosting, and its
hyperparameters were selected through grid search to optimize performance.

Bag Of Words (BOW). Applied to convert textual data into a vector representation,
capturing unigram word frequencies. This method transforms each document into a
vector of word occurrences.

Age Range Distribution
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Figure 4. Age Range Distribution of Twitter Users.

Classification Metrics.

The efficacy of each algorithm was evaluated using three distinct datasets and analyzed

across five classification metrics. These metrics were derived from the counts of True Positives,
True Negatives, False Positives, and False Negatives. For this study, these terms are defined as
follows.

True Positive (TP). Instances where the depressed class was correctly identified as
depressed.

True Negative (TN). Instances where the control class was correctly identified as
control.

False Positive (FP). Instances where the control class was incorrectly classified as
depressed.

False Negative (FN). Instances where the depressed class was incorrectly classified as
control.

The classification metrics used in this analysis are.
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. Precision. Precision quantifies the accuracy of the positive predictions made by the
classifier. It is defined as the ratio of True Positives to the sum of True Positives and
False Positives.
\text {Precision} = \frac {TP} {TP + FP}
This metric reflects how many of the instances labeled as depressed by the classifier are
truly depressed.
. Recall. Recall measures the proportion of actual positive instances (depressed users)
that were correctly identified by the classifier. It is calculated as.
\text {Recall} = \frac {TP} {TP + FN}
This metric indicates the effectiveness of the classifier in identifying all relevant instances
of the depressed class.
o F1-Score. The F1-Score is the harmonic mean of Precision and Recall, providing a
single metric that balances the trade-off between them. It is defined as.
\Text{F1-Score} = 2 \times \frac {\text {Precision} \times \text {Recall}} {\text
{Precision} + \text {Recall}}
This score is useful for evaluating models where both Precision and Recall are important.

. Accuracy. Accuracy measures the proportion of correctly classified instances (both

depressed and control) among the total number of instances. It is computed as.
\text {Accuracy} = \frac {TP + TN} {TP + TN + FP + FN}

This metric provides an overall measure of the classifier’s performance.

e  Area Under the Curve (AUC). The AUC of the Receiver Operating Characteristic
(ROC) curve represents the classifiet's ability to distinguish between the two classes
(depressed and control). It provides an aggregate measure of performance across all
classification thresholds. An AUC value closer to 1 indicates better separability between
the classes.

Results.

The datasets, encompassing two-week, one-month, and 3200-tweet intervals, were
consolidated into three comprehensive datasets. Fach dataset integrated data from both
depressed and control categories. The analysis was conducted in two primary phases. The first
phase involved a textual analysis where tweets were utilized as features, with the depression
status (1 for depressed and 0 for control) serving as the label. In this phase, the Bag-of-Words
(BOW) approach was employed to convert the tweets into vector representations, enabling the
application of machine learning algorithms to the textual data.

In the second phase, a multivariate analysis was conducted on a dataset comprising 3,200
tweets, incorporating multiple features alongside textual data. These features included age, total
tweet count per user, and counts of emojis, nouns, verbs, pronouns, and personal pronouns.
Before algorithm training, the data underwent min-max normalization to ensure consistent
scaling across features. This normalization process adjusted the feature values to a uniform
range, facilitating the convergence of the algorithms and enhancing their performance. These
analyses aimed to assess the efficacy of various features and data representations in accurately
classifying tweets based on depression status. The results are detailed in the next sections. Table
1 presents the performance metrics for each classifier trained on the dataset, while Figure 5
visualizes the Area Under the Curve (AUC) for each model, highlighting their comparative
effectiveness in predicting depression status.

Two Weeks of Data.

The experimental results for classifying user sentiments revealed the distinct
performance characteristics across various algorithms. Support Vector Machine (SVM)
exhibited high precision but the lowest recall among the classifiers, achieving an accuracy of 0.73
and an Area Under the Curve (AUC) score of 0.74, which were the lowest in comparison to
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other models. Logistic Regression outperformed other algorithms, demonstrating precision and
recall scores of 0.88 and 0.85, respectively. Additionally, it achieved accuracy, F1 score, and AUC
scores of 0.85, 0.86, and 0.85, respectively. Random Forest also performed well, with precision
and F1 scores of 0.83 and 0.82, respectively. The Max Vote Ensemble method delivered the
second-best results, with precision and recall values of 0.86 and 0.83, and accuracy and AUC
scores of 0.83. The Bagging algorithm achieved precision and recall scores of 0.85, and an
accuracy of 0.84, with its AUC score matching that of the Max Vote Ensemble. Finally, the
Boosting algorithm recorded precision, recall, and F1 scores of 0.81, but its accuracy and AUC
were 0.80 and 0.79, respectively.

One Month of Data.

The experimental results highlight significant variations in performance metrics across
different algorithms. The Support Vector Machine (SVM) yielded the lowest recall and F1 scores
of 0.57 and 0.68, respectively, while achieving precision, accuracy, and AUC scores of 0.806, 0.72,
and 0.72. In contrast, Logistic Regression emerged as the best-performing model with an AUC,
F1 score, and accuracy of 0.80, along with precision and recall scores of 0.86 and 0.74,
respectively. The Random Forest classifier produced precision and recall scores of 0.80 and 0.70,
with AUC and accuracy scores of 0.74, and an F1 score of 0.75. The Max Vote Ensemble
achieved precision and recall scores of 0.83 and 0.74, with accuracy, F1, and AUC scores of 0.78,
0.79, and 0.78, respectively. The Bagging ensemble attained precision, recall, and F1 scores of
0.83, 0.77, and 0.80, with accuracy and AUC scores of 0.79. Finally, the Boosting algorithm
delivered precision, recall, accuracy, F1, and AUC scores of 0.79, 0.81, 0.78, 0.80, and 0.77,
respectively.

3200 Tweets Data.

The outcomes obtained using the Support Vector Machine (SVM) on this dataset
showed significant improvements compared to other datasets. The algorithm achieved precision
and recall scores of 0.91 and 0.82, respectively, with accuracy, F1, and AUC scores all reaching
0.86. Logistic Regression also performed well, generating precision, recall, and AUC scores of
0.93, 0.88, and 0.89, respectively, with accuracy and F1 scores both at 0.86. The Random Forest
classifier produced precision, recall, accuracy, and F1 scores of 0.90, while its AUC score was
0.89. The Max Vote Ensemble achieved high performance with precision and recall scores of
0.97 and 0.93, and accuracy, FF1, and AUC scores of 0.95. The Bagging ensemble excelled with
precision and AUC scores of 0.97, accuracy and F1 scores of 0.98, and a recall score of 0.99.
Notably, the Boosting algorithm outperformed all others on this dataset, with precision, recall,
accuracy, and F1 scores of 0.99, and an AUC score of 0.98.

3200 Tweets Multivariate.

The analysis conducted on the largest dataset, comprising 3200 tweets, yielded the
following results. The Support Vector Machine (SVM) achieved precision, recall, accuracy, F1, and
AUC scores 0f 0.92,0.68, 0.79, 0.78, and 0.79, respectively. Logistic Regression produced precision
and recall scores of 0.92 and 0.73, with accuracy, F1, and AUC scores around 0.82, 0.81, and 0.84.
The Random Forest classifier achieved a precision score of 0.87, recall of 0.84, accuracy of
approximately 0.85, F1 score of 0.86, and an AUC of about 0.82. The Max Vote Ensemble yielded
precision and recall scores of 0.89 and 0.78, with all other metrics scoring around 0.83. The
Bagging Ensemble outperformed other methods with a precision score of approximately 0.90,
recall of 0.85, accuracy and AUC scores of around 0.87, and an F1 score of about 0.88. Lastly, the
Boosting algorithm produced precision, recall, and F1 scores of 0.86, with accuracy and AUC
scores both at 0.85.
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Table 1. Results Generated by Algorithms Across All Datasets

Data Model Precision Recall Accuracy F1 AUC

SVM 0.87 0.60 0.73 071  0.74

LR 0.88 0.85 0.85 0.86 0.85

RF 0.83 0.80 0.80 0.82  0.80

Two Weeks MVE 0.86 0.83 0.83 0.84. 0.83
BAG 0.85 0.85 0.84 0.85 0.83

BST 0.81 0.81 0.80 0.81  0.79

SVM 0.86 0.57 0.72 0.68 0.72

LR 0.86 0.74 0.80 0.80  0.80

RF 0.80 0.70 0.74 075  0.74

OIS W MVE 0.83 0.74 0.78 0.79 078
BAG 0.83 0.77 0.79 0.80  0.79

BST 0.79 0.81 0.78 0.80  0.77

SVM 0.91 0.82 0.86 0.86  0.86

IR 0.93 0.88 0.90 0.90  0.89

RF 0.90 0.90 0.90 0.90  0.89

3200 Tweets MVE 0.97 0.93 0.95 0.95 0.95
BAG 0.97 0.99 0.98 098 097

BST 0.99 0.99 0.99 0.99 0.98

SVM 0.91 0.68 0.79 0.78  0.79

IR 0.92 0.73 0.82 0.81 0.847

o RF 0.87 0.84 0.85 0.86 0.825

e A 0.89 0.78 0.83 0.83  0.836
BAG 0.90 0.85 0.87 0.88 0.87

BST 0.86 0.86 0.85 0.86  0.85

Discussion.

Model interpretability is crucial when applying machine learning to sensitive domains like
mental health detection. In this research, various models including Logistic Regression, SVM, and
ensemble methods were used to classify depression based on tweets across different datasets.
Logistic Regression consistently performed well on smaller datasets (Two Weeks and One Month),
offering transparency in how features such as word frequency and age correlate with depression
status. This interpretability is vital in real-world applications, enabling mental health professionals
to understand and trust the model's decisions. However, while ensemble methods like Bagging
and Boosting achieved superior performance on larger datasets (3200 tweets), their complexity
often results in "black-box" models, making it difficult to trace how specific features contribute to
predictions. Additionally, the imbalance in the dataset, with more depression-related tweets than
control data, may have influenced the models' performance, potentially skewing results towards
detecting depression more effectively than identifying non-depressed users.

In practical applications, these models could be leveraged to develop tools for early
detection of depression in social media users, aiding mental health professionals in gaining insights
into digital behaviors. However, the imbalance in the data and the lack of interpretability in
complex models like Boosting and Bagging present challenges.

Conclusion and Future Work.

This study identified depressed persons using established methods from the literature
within this domain. The study utilized six classifiers, including two from the Support Vector
Machine (SVM) and Logistic Regression categories, with the remaining four belonging to
Ensemble models. Two types of analyses were conducted on the largest dataset of 3200 tweets.
Textual analysis and multivariate analysis. Logistic Regression demonstrated superior
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performance on the Two-week and One-month datasets. However, the Boosting algorithm
excelled when applied to the 3200 Tweets dataset, and the Bagging algorithm performed best
on multivariate data of the same size. These findings suggest that high performance in sentiment
classification can be achieved by training algorithms on larger datasets. Consequently, trained
models can be deployed online to detect depression among social media users or integrated into
frameworks used by professionals to gain additional insights into users' digital behaviors. This
indicates that machine-learning approaches are effective tools for developing algorithms to
identify depression in online environments. Future work could improve these models by
incorporating additional features like gender, follower count, number of links, geolocation, and
peak activity times, which may provide deeper insights and enhance prediction accuracy.
Addressing data imbalance is also crucial to avoid potential biases in model predictions. While
this study focused on traditional machine learning algorithms, exploring advanced deep learning
techniques, such as the state-of-the-art Bert model, could lead to further performance
enhancements and more robust detection capabilities.
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