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The rapid urbanization and the population growth, have increased the demands of fresh water 
to manage various tasks from domestic to industrial scales. Various man driven sectors such 
as agriculture, industry and water filtration plants, require fresh water to cater the need of 
increasing population. Therefore, the management of available fresh water reservoirs is of 
great importance to save water for a sustainable future “save water save life”. Digital elevation 
model (DEM) is efficient to extract the drainage network, basin boundaries and to evaluate 
the volume of fresh water available in study site. We used Arc hydro tools in Arc GIS interface 
for extraction of drainage network in the study site. Flow direction and accumulation were 
computed according to Z-value of individual pixel available in the raster grid. A total 127 
streams were extracted against 127 catchments. We observed that the catchments bearing 
steep slopes were incised in comparison to gentle slopes which were mostly eroded. We 
evaluated the total discharge in cusec using Q=CIA, where the coefficient ‘C’ of rainfall was 
substituted as 0.76 for each catchment having rocky soil type. The total discharge was 
estimated as 10871 cusec. GIS tools proved efficient to map watershed in the study site. 

Keywords : Digital Elevation Model, Drainage Network, Discharged, Sustainable 
development; Water filtration plants. 
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1. Introduction. 

The rapid urbanization and the population growth, have increased the demands of 

fresh water for consumption at domestic level [1]. The enhanced cycle of various human 

activities like agriculture, urbanization, and industrialization have put huge pressure on 

available reservoirs of fresh water. Therefore, water resource management have become one 

of the major issues to be resolved on emergency grounds. Integrated Basin Management (IBM) 

is a water saving technique which permit the usage of water in a sustainable manner. This 

technique is also efficient in reducing environmental issues. IBM consider the basin 

boundaries precisely to get fruitful results. 

Digital Elevation Model (DEM) is the basic input which is manipulated in Arc GIS 

interface to extract basin boundaries. There is a big variety of platforms that offer DEM which 

include Shuttle Radar Topographic Mission (SRTM) at 90m resolution, and ASTER at 30m 

resolution. Various geometric errors have been observed in available auto generated models, 

therefore, the most accurate method of DEM generation is through field survey. Point data 

containing Z-values, is generated during the field visit. These data values are transformed into 

the shapefile for its processing that include 1) Identification/filling of sinks 2) Flow direction, 

(3) Flow accumulation and stream identification etc. [2,3]. 

Depression in DEM are known as sinks which are generated during data collection 

from the field. Sinks are actually no data values and their population is dependent upon the 

technique adopted for dem generation. Sinks must be removed by interpolated values of 

nearby pixels, to obtain a continuous drainage network. Several techniques are available to 

obtain depressionless DEM according to O’Callaghan 1984 [4] and Mark 1984 [5]. Some of 

these techniques are specific for shallow depressions but do not work in deep depressions. 

Flow direction can be estimated using a most commonly and widely used algorithm known as 

Deterministic Eight Node developed by O’Callaghan [4] and Mark [5], also known as D8 

model. D8 is effective, simple and precise therefore, almost all commercial software use it for 

computation of flow direction [6]. However, many other techniques are also available to 

compute flow direction that include random four/eight node [7,8,9]. Artificial plains are 

generated by filling depression as described in a series of studies [10,11,12,13,14,15,16,17]. The 

flow driven dataset is used further to compute flow accumulation which is a basic input dataset 

to compute the basin boundaries. 

Furthermore, streams are defined by setting a threshold of drainage network. Actually, 

the threshold determines a minimum number of cells which will participate for individual 

stream generation. Stream density in drainage network is dependent upon the threshold value 

[18]. Stream density and threshold are in inverse relation with each other. 
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Tabton,D.G. 1991 [19] and Ames D.2009 [20] have developed a technique to 

determine the stream threshold, but more probably stream density depends on the 

requirement of project[21,22,23]. Head water tracing approach was used by Vogt, E.V.2003 

[24] to determine threshold for drainage area by incorporating a fitness index. A drawback of 

this technique is the exclusion of geomorphological features of the basin. Gokgoz,T. 2006 [7] 

was the first who developed a technique to determine threshold to extract stream network 

[25]. The stream cells were first identified by Heine, R.A.et al 2004 [26] that include First cell, 

Middle (flow all) and the End (edge) cell, which describes the nature of cells. According to 

Heine, R.A. et al 2004 [26], if a flow cell is surrounded by three other cells, it is referred as 

error flow cell. 

Another system to delineate watershed is commonly known as WinBasin that is 

capable to compute realistic drainage network and to record hydrological responses [25]. Geo 

Hydro and HEC Geo HMS can compute drainage lines, cross section details and the pour 

points. 

Some other models associated to hydrology include water pollutant transportation 

models, flood models, and water supply model. These models are embedded in Geographic 

Information System (GIS) interface and are useful to extract spatially distributed hydrologic 

stimulations [11,27,28,29]. Water resource management and hydrological analysis, such as 

catchment delineation and streams network extraction [30] are important to study 

Topographic parameters and geomorphology of an area by delineation of drainage network 

[20,31,32]. Arc hydro tools are flexible to compute a variety of hydrological analysis, by their 

integration in Arc GIS interface. These tools are reliable to compute watershed characteristics 

including flow length and catchment boundaries using DEM [33]. 

The main objective of this study was to delineate watershed of southern part of 

Islamabad. It also aims at extraction of catchment areas, drainage network and finally the total 

discharge in cusec. 

Study area. 

This research was carried out in Rawlakot Pakistan and its outskirts. The study area is 

famous for its active geology. It is a hilly area with steep slopes where elevation fluctuates 

between 500-2500 meters from sea level. The study site is mapped in Figure 1. 
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Figure 1. Study site. 

1. Materials and methods. 
 

Delineation of watershed is significant to study a test site in details. Erosion and 

incision are basic phenomenon which describe about the geology and structural arrangement 

of tectonic plates. Erosion leads to widening and incision is related to vertical cutting of rocks, 

therefore, the shape of drainage network expresses a clear picture of geomorphology. 

The complete procedure to extract drainage network is shown in the Figure 2. 

Figure 2. Flow of methodology used in this research. 

DEM represents the 3D shape of terrain and also used as input to extract stream 

network. Various web-based forums offer DEM having different resolution but the most 

appropriate is the generation of own DEM using point data. The web-based forum offering 

DEM include SRTM (30 M, 90M) and Aster (30M) resolution. A DEM is comprised of s series 

of cells arranged in rows and columns. The individual cell of DEM includes Lat, Long and Z- 
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value. A DEM may have abnormal values or nodata values. Abnormal value of any cell is very 

high Z-factor in comparison to average values of DEM and are commonly known as pits. The 

removal of sinks/pits from DEM is the pre-processing phase which is important to obtain 

continuous stream network as shown in the Figure 3. 
 

 

Figure 3. Representation of sinks and pits. 

Fill utility, embedded in Arc Hydro tools, is efficient to fill sinks using nearest 

neighbor interpolation technique. High density of sinks in DEM, require more processing time 

for sink removal. 

The earliest method to compute flow direction of each pixel in a grid was introduced 

by O’ Challaghan and Mark in 1984 [4] which has been used widely in many researches. This 

model is commonly known as D8 model which consider a single pixel and incorporate it’s 8 

eight neighbors to compute the flow accordingly as shown in the Figure 4 as below. 
 

Figure 4. D8 algorithm applied to central cell to compute flow direction. 

Figure 4 is showing the flow direction of central cell in any of direction. There may be 

possible eight directions in which the flow of central cell may be transported as shown in 

Figure 4. The direction of flow of central cell will be toward the cell having lowest Z- Value 

i.e., west east direction. The flow is accumulated by input of flow direction dataset computed 
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before to generate a drainage network. In this process, flow cells are identified that contribute 

in generation of drainage network. 

In the next step, streams were defined by providing a threshold value. This threshold 

value decides the density of stream network. Furthermore, the stream network was segmented 

at the node points using node analysis, to define a stream order using stream segmentation in 

Arc hydro tools. Stream segmentation is important process which define the catchment area 

against individual stream and the total discharge. To obtain the vector format, we generated 

the catchment polygons and drainage lines using the utility of catchment and drainage lines 

processing in Arc hydro tools. 

We computed the total discharge in cusec against each stream using the equation as below 

[34], 

Q = CIA 

Where Q represents the total discharge in cusec, I is the intensity of rainfall, A is the 

area of catchment and C is the coefficient of rainfall. Coefficient of rainfall is an important 

indicator of soil type of the watershed. The value of C rages between 0 and 1, the value of C 

approaches to 0 for sandy soil type and toward 1 for clayish soil type. 

Result and Discussion. 

We applied Arc Hydro tools embedded in Arc GIS to delineated watershed of our 

study site and mapped the results in Figure 5. In the complete process, we followed the flow 

of methodology mentioned in Figure 2. 

The A part of Figure 5 is showing topographic variations in the study site where the 

elevation in fluctuating from (519-2487) meter as compared to sea level. Flow direction is 

computed against each pixel using D8 algorithm and the results are shown in figure 5(B). In 

figure 5(C) the flow is accumulated and the streams are defined. We applied a threshold value 

to define streams. This threshold was given by keeping in view the required stream density. 

The streams were segmented at nodes to obtain a fractured stream network. We obtained a 

total 127 streams by applying stream segmentation algorithm. This segmented network is the 

basic input parameter to delineate catchment areas. The catchment areas are known as small 

basins. Arc hydro tools assign individual stream to each catchment to carry the complete flow 

of that catchment. The stream length within each catchment, defines the geology beneath a 

particular basin. The complete procedure up to this step was executed as raster analysis. 

Finally, we extracted polygons and drainage lines, in vector format to point out the main 

drainage line and to compute the area of each polygon. 
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Figure 5. Step by Step delineation of drainage network (A) DEM (B) Flow direction (C) Flow 

accumulation (D) Stream definition (E) Stream segmentation (F) Catchment grid delineation. 

(G) Catchment polygon processing and (H) Drainage line processing. 
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Overall stream network is shown in Figure 6 having main stream and connecting small streams 
along with catchment areas. 

 

Figure 6. Drainage network representing main stream, connecting streams and catchments. 

Discussion 

Drainage analysis using DEM, is widely applicable globally. DEM actually describes 

the topographic variations regarding elevation in a study area. The study area that we selected 

for drainage analysis, was observed with high variations in elevation from (519-2487) meters. 

Such topographies are highly active regarding geology. 

The shape of stream network, reflects the structural arrangement of rocks, where 

stream bends represent the existence of hard/soft rocks beneath the earth’s surface that drive 

water in a complex way like neural network in human body. A part of stream network is 
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shown in Figure 7, where the path of main stream should be straight while reaching from point 

A to B but it is following the zig-zag path that represent a hard structure underneath the 

surface of earth as pointed out in Figure 7. On ground truthing, metamorphic rocks were 

observed at this location which are hard enough to diver the direction of water. 
 

Figure 7. Detection of rock type underneath the surface of earth through drainage analysis. 

 

Erosion and incision were also examined during the field survey. We observed erosion 
at two locations 1) where the stream network was bearing soft rocks and 2) where the shape 
of streams were comparatively straight. On the other hand, incision was observed on sharp 
bends bearing steep slopes. 

We computed the total discharge in cusecs by incorporating the catchment areas of 
individual polygons. The data about intensity of rainfall was collected from local weather 
station which was 760mm. The coefficient of rainfall was substituted as 0.76 because the whole 
study areas was comprised of hard rocks therefore, water absorption by the land was limited. 
Most of rainfall water drains into nearby stream from each catchment due to less soil seepage 
capacity. Coefficient of rainfall is actually the “drainage limiting factor” that approaches to 0 
in case of sandy soil type and toward 1 incase of hard rocks with less water absorption. 

Estimation of total discharge in cusec is important to evaluate to construct stream 
network for saving fresh water in reservoirs. It is significant to evaluated the water carrying 
capacity of individual stream. We estimated a total drainage of 10871 cusecs in the study site. 

Conclusion. 
DEM is efficient to delineate watershed of the study site using Arc Hydro tool in Arc 

GIS interface. It enabled us to perform terrain analysis in 3D space. Pixel based Z-values 
presented the true picture of earth. The hydrological analysis enhanced the visibility of 
geological arrangements underneath the earth’s surface. We recommend to use point data for 
construction of DEM instead of downloading form any web forum to perform better analysis 
and to get improved results. 
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Abstract.  

Picric acid and its derivatives are widely used in various applications/industries. 
The first synthetic dye was prepared in 1771 using picric acid. It was used to dye silk 
fabric into greenish-yellow color. In this study, Picric acid and their derivatives were 
synthesized and characterized by their physical and chemical properties. The derivatives 
of Picric acid which are considered in this research include Picramic acid and Sodium 
Picramate. The physical properties like melting point, colors, physical state and solubility 
of Picric acid and its derivatives were determined and confirmed using IR Spectra. IR 
spectra proved efficient in scanning and mapping.  
Keywords: Picric acid, Synthetic dye, Picramic acid, Sodium picramate and IR Spectra.  
Introduction.  

The word Picric was derived from Greek language which mean a bitter acid that 
reflect harshness in taste. Picric acid is commonly known as pollutant which is extremely 
dangerous for human body like trinitrotoluene [1]. Trinitrophenol is commonly known 
as Picric Acid.Trinitrophenol is extensively used in many industries such as fuel cells, 
leathers, pharmaceuticals, explosive, agriculture and polymer etc. Picric acid is highly 
dangerous for liver, eyes, kidney and the respiratory system [2,3]. Picric acid was first 
used to compute the glucose level in blood in start of 20th century. When picric acid, 
sodium carbonate, and glucose are mixed and heated, a red color specie is formed which 
is useful to measure the glucose level in human body. Picric acid in wet form is used to 
dye skin that interact with protein available in skin for making it dark brown which 
remain brown till one month [4]. Picric acid is extensively used in pharmaceutical 
industry where it is stocked as antiseptic and used for the treatment of smallpox, malaria, 
herpes, and burns.  It belongs to a family of highly acidic phenols [1]. The structure and 
characteristics of picric acid are shown in the figure below,  
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Figure 1: Structure of picric acid 

Chemical formula: C6H3N3O7   

Chemical name: 2, 4, 6-trinitrophenol 

Appearance:  colorless to yellow solid 

Molecular weight: 229.10 g/mol 

Melting point: 121-1230C 

Boiling point:  3000C 

Density:  7.9 
The most common use of Picric Acid is in dyeing leather, silk and wool. This is 

considered the oldest dying method, which was applied by woulfe first in 1771, which is 
called nitro dyeing. This way of dying is used for transformation of designs on fabrics 
woven by polyester [2,3]. It is also used in data recording in optical wavelength ranges 
inkjet printing and thermal printing. Picric Acid is mixed with alkyd resin commonly 
known as electrophoretic coating of Aluminum. 

Phenol is sulphonated to form both o-phenolsulphonic and p-phenolsulphonic 
acid. Both o-phenolsulphonic and p-phenolsulphonic acid go through nitration to form 
2, 4, 6-trinitrophenol but they each take a slightly different path [4]. This process is show 
in in Figure 2.  
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Figure 2. Preparation of picric acid. 

PICRAMIC ACID 
2-amino 4,6 dinitrophenol is known as Picramic Acid. Its color is dark red that is 

insoluble in water. Its nature is explosive in dry state [5,6,7]. It ignites in open air and 
explodes readily. Picramic acid is highly flammable which can be dissolved in acetic acid, 
chloroform, water and alcohol and most of other solvents. The alcoholic picric acid is 
neutralized with Aluminum hydroxide to obtain picramic acid. Finally, this solution is 
added in Hydrogen Sulphide to get red crystals of picramic acid. Picramic acid is toxic, 
explosive and bitter in taste. The structure of picramic acid is shown in Figure 2.  

 

Figure 3. Structure of picramic acid 

Chemical formula: C6H5N3O5 

Chemical name:  2-amino-4, 6-dinitrophenol 

Molecular mass:  199.12g/mol 

Appearance:  Brown paste 

Density:   1.74 g mol-1 

Melting point:  1690C 

Boiling point:  386.30C 

Flash point:  187.50C 

SODIUM PICRAMATE 
The salt of picramic acid is called sodium picramate which is a phenolic 

compound [8,9,10,11]. Both the picramic acid and sodium picramate are used in dying 
hair color which are available in market commercially. The addition of picramic acid to 
hair dye formula, produces a salt known as sodium picramate. The cosmetic review panel 
suggested that an ingredient would be applicable to another ingredient. A caution 
statement determines of the amount of picramic acid to be added in cosmetic ingredients 
which are useable by hums to get rid of skin irritation [12,13,14]. The structure of 
picramic acid is shown below. 
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Figure 4. Structure of sodium picramate 

Chemical formula: C6H4N3NaO5 

Chemical name: Phenol, 2-amino-4, 6-dinitro-, sodium salt 

Boiling point:  386.30C at 760 mmHg 

Molecular weight: 221.10 

Flash point:  187.50C 

Appearance:  Dark red prescak 

Melting point: 98.80C (Decomposition) 
Dinitrophenols were used as insecticides herbicides, acaricides and fungicides 

due to their biocidal activity [15]. The dinitrophenol are toxic to insects, plants, humans 
and animals therefore these are avoided to be used for insecticides anymore.The 
chemical and thermolytic treatments are avoided for removal of nitrophenols due to 
their unfriendly behaviors in context of environment [16]. This strategy is sustainable to 
reduce the cost of reduction of nitrophenol for all e.g., contaminated, waste and ground 
water.Sodium picramate and picramic acid are used to change the color of hair 
permanently. The shades in hair colors are dependent upon the composition and 
proportion of ingredients used in composition of final product [17,18,19]. The 
proportion of ingredients is amalgamated in a way that they interact in highly controlled 
processes. 
3. Material and methods: 
3.1 Apparatus: 

250 mL glass beaker 
Pipette 
Stirring Rod 
Funnel 
Filter paper 
Ice bath 

3.2 Chemicals Required: 
98% Conc. H2SO4 

68% Conc. HNO3 

Phenol 
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Ethanol 
 

3.3 SYNTHESIS OF PICRIC ACID 
3.3.1 Preparation of Solutions: 
Preparation of 10 milimole of Phenol: 
1 mole of Phenol = 94.11 g       (1 mole = 1000 milimoles) 
1000 milimole = 94.11 
1 milimole = 94.11/1000 
  = 0.09411 g 
10 milimole = 0.09411x10 

= 0.9411 g 
 
Preparation of 10 milimole of HNO3: 
1 mole of HNO3 = 63.01 g        (1 mole = 1000 milimoles) 
1000 milimole = 63.01 g 
1 milimole = 63.01/1000 

= 0.06301 g 
10 milimole = 0.06301x10 
  = 0.6301 g 
 
Preparation of 10 milimole of H2SO4: 
1 mole of H2SO4 = 98.08 g            (1mole=1000 milimoles) 
1000 milimole = 98.08 g 
1 milimole = 98.08/1000 

= 0.09808 g 
10 milimole = 0.09808x10 

= 0.9808 g 
3.3.2 Procedure 

Powdered phenol (0.941 g) were weighted and added to a 250 mLbeaker 
containing concentrated sulfuric acid (0.980 g) [20]. Powdered phenol (0.941 g) were 
weighted and added to a 250 ml beaker containing concentrated sulfuric acid (0.980 g). 
The mixture was shakened properly and was heated for half an hour for at 100℃ and its 
color was turned to dark color. We obtained a tube, added chilled water at -5 ℃ and put 
the mixture in this cold water [21,22,23]. The mixture became a viscous syrup which was 
put in a fume cupboard by addition of 47 ML of cold nitric acid. It was important to 
maintain the temperature of the mixture at -5 °C before addition of the acid. A vigorous 
reaction was occurred that produced a red colored gas which was examined and 
recognized as nitrogen dioxide. The whole mixture was heated for 90 minutes with 
random shaking [24,25]. Finally, the mixture became normalized at room temperature 
and we added 313 ml of cold water that turned the picric acid in to crystals. We used 
distilled water to filter out picric acid and for removal of taraces of nitric acid. 
We obtained the yellowish crystalline mass which was 40 grams.We obtained 2 volumes 
of water and 1 volume of ethanol for recrystallization of picric acid. Recrystallization is 
important to obtain purified picric acid [26,27]. It was observed that 9ml solvent (water 
+ ethanol) is required to purify 1 gram of picric acid. 
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A vacuumed filter was used to remove crystals and these crystals were dried 
using dissector at 118 . Now we calculated the yield of picric acid. Almost 1.48 g of 
picric acid and 10 g of sodium hydroxide was mixed in 200cc iron container.   
Purification 
Making use of phenol’s high water solubility, and the higher solubility of dinitro and 
mononitrophenol, the picric acid can be purified to near analytical grade by re-
crystallization from a solvent mixture of 1 volume ethanol and 2 volumes water, roughly 
9 mL of solvent being required per gram of picric acid [28]. 
The crystals were then removed by vacuum filtering, were vacuum dried in a dissector, 
and form into a nearly yellow mass of m.p 118°C. 
After that, calculate the yield of picric acid. 
3.3.3 Equation: 
X-OH +3HNO3 + H2SO4 → X-NO2 
Where: 

X-ON= Phenol 
X-NO2= Picric acid 

3.3.4 Yield: 
The amount of products obtain in a chemical reaction is called actual yield. %age yield 
can be calculated by dividing actual yield to theoretical yield and multiplying by 100. 
 
Phenol  : Picric Acid 
94 g  = 229 g 
1 g  = 229/94   
0.941 g = 229/94×0.941 
  = 2.29 g 
 
Theoretical yield  = 2.29 g 
Actual yield  =1.79 g 

% age yield = 
������ �����

 ����������� �����
× 100 

    = 
�.��

�.��
× 100 

    = 78.16% 
3.4 Synthesis of picramic acid 
3.4.1 Preparation of solutions: 
 Preparation of 6.5 milimole of picric acid: 
229 g of picric acid = 1000 milimole 
1 g of picric acid = 1000/229 

= 4.3668 milimole 
1.48 g of picric acid = 4.3668x1.48 

= 6.5 milimole 
Preparation of 6.5 milimole of Na2S: 
1000 milimole of Na2S = 78 g 
1 milimole = 78/1000 

= 0.078 g 
6.5 milimole = 0.078x6.5 



 International Journal of Innovations in Science and Technology 

February 2019 | Vol 1|Issue 2                                                                          Page | 68 

 

= 0.507 g 
 
Preparation of 6.5 milimole of picramic acid: 
1000 milimoles of picramic acid = 119 g 
1 milimole = 119/1000 
6.5 milimole = 119/1000x6.5 
6.5 milimole = 0.773 g 
 
Preparation of 6.5 milimole of NaOH: 
1000 milimole of NaOH = 40 g 
1 milimole = 40/1000 
6.5 milimole = 40/1000x6.5 

= 0.26 g 
Preparation of 6.5 milimoles of Na2S2O3: 
1000 milimole of Na2S2O3 = 158 g 

1 milimole = 158/1000 
6.5 milimole = 158/1000x6.5 

= 1.027 g 
3.4.2 Procedure  

Take a glass or iron container. A solution of picric acid (1.48 g) and 35% NaOH 
(10 g) in 200cc. water was heated to 55°C then added a solution of crystallinesodium 
sulfide in 100cc. water with vigorous stirring over a period of 10 minutes. When this 
addition was completed, an additional pulverized picric acid (1 g) was added in teaspoon 
portions and simultaneously a solution of sodium sulfide (0.512 g) in 200cc. Water was 
introduced, the additions of the two reagents being completed at the same time (within 
about 10 minutes in all). If the temperature goes above 65°C, ice was added. Stirring was 
continued for 10 minutes more, and then the mixture was poured onto 200 grams of ice, 
precipitating the sodium picramate completely. After 10 hours, the mixture was filtered, 
and the precipitate was washed with 10 per cent salt solution. Free picramic acid was 
obtained by dissolving the sodium salt in 200cc. water. Warming the solution to80°C and 
acidifying with dilute sulfuric acid, with constant stirring. The mixture which should be 
just acid to Congo red was allowed to cool and stand for 10 hours. The product was then 
filtered off, form into a nearly brown paste of m.p 167.50C. 
3.4.3 Equation: 
4 X−NO2 +6Na2S+7H2O → 4X−NH2 + 6NaOH + 3Na2S2O3 
Where, 

X-NO2=Picric acid 
X-NH2=Picramic acid 

 
3.4.4 Yield: 
Picric acid  : Picramic acid 
229 g   = 119 g 
1 g   = 119/229 
1.48 g   = 119/229×100 
   = 0.769 g 
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Theoretical yield = 0.769g 
Actual yield  = 0.58 g 

% age yield = 
������ �����

 ����������� �����
× 100 

    = 
�.��

�.��
× 100 

    = 76.3% 
3.5 Synthesis of sodium picramate 
3.5.1 Preparation of solutions: 
Preparation of 5 milimoles of picramic acid: 
1 mole of picramic acid = 199 g  (1 mole=1000) 
1000 milimole = 199 g 
1 milimole  = 199/1000 
5 milimoles  = 199/1000×5  
   = 0.99 g 
Preparation of 5 milimoles of NaOH: 
1 mole of NaOH = 40 g  (1 mole=1000 milimoles) 
1000 milimoles = 40 g 
1 milimole  = 40/1000 
5 milimole  =40/1000×5 
   = 0.2 g  
3.5.2 Procedure 

In a beaker added 50 mL warm water and sodium hydroxide (0.2 g). Mix those with a 
glass rod until all the NaOH has dissolved. Dissolve picramic acid (0.2 g) crystals in 
the NaOH-water solution by stirring. Allow the solution mixture to cool down. Filter 
this mixture through filter papers. Small red particles will gather on the paper 
[29,30,31,32]. Discard the liquid. Dissolve these red particles in 100 ml of boiling 
water. Remove and filter this hot liquid through a filter paper. Discard the particles 
left on the paper. On drying crystals of sodium picramate were formed with melting 
point 96.50C. 
4 RESULTS AND DISCUSSION 
4.1 Color of Compounds 
The colors of compounds are given in table below: 
Table 1: Color of compounds 

 
Name of 
compound 

 
Colour of 
compound 

 
Picric acid 

 
Yellow Solid 

 
Picramic acid 

 
Brown paste 

 
Sodium picramate 

 
Dark red prescak 
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4.2 Melting point 
Melting point is the temperature at which the whole compound changes its state 
either it becomes liquid or decomposes. Melting points of compounds are in table 
given below: 
Table 2: Melting points of compounds 
 

Name of Compound Melting point of 
Compound 

Picric acid 1200C 
Picramic acid 1670C 

Sodium picramate 96.50C 

 
4.3 SOLUBILITY 
Solubility of the compounds depends on the nature of compound. I checked the 
solubility of the compounds in different solvents. Their results are shown as follow: 
Table3: Solubility of compounds 
 

Name of the compound Solvent used 

Picric acid water, alcohol, benzene, 
chloroform,ether 

Picramic acid Water, alcohol, chloroform, acetic 
acid 

Sodium picramate Soluble in alkaline water 

 
4.4 IR Data 
The data of IR spectrum is summarized in the table given below: 
 
Table 4: FTIR Spectrum (cm-1) 

 
 
Name of the 
compound 

 
Literature value 

 
Literature value 

 
Freq. 
cm-1 

 
Functional 
group 

 
Freq. 
cm-1 

 
Functional 
group 
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Picric acid 

3616-3200 
1555-1485, 
1355-1320 
855-830, 
1350-1280 
1050-1150 
3000-3050 
1600-1475 

O-H 
NO2 
 
C-N 
 
C-O 
C-H 
C=C 

3502.93 
1331.91 
 
1154.89 
 
1111.08 
3037.69 
1619.10 

O-H 
NO2 
 
C-N 
 
C-O 
C-H 
C=C 

 
 
 
 
Picramic acid 

3616-3592 
1650-1550 
1555-1485, 
1355-1320 
1350-1280 
1050-1150 
3000-3050 
1600-1475 

O-H 
NH2 

NO2 
 
C-N 
C-O 
C-H 
C=C 

3423.15 
1599.17 
1436.34 
 
1599.17 
1113.93 
3023.89 
1436.34 
 

O-H 
NH2 

NO2 
 
C-N 
C-O 
C-H 
C=C 

 
 
 
Sodium picramate 

1555-1485, 
1355-1320 
855-830, 
1350-1280 
1050-1150 
3000-3050 
1600-1475 

NO2 
 
C-N 
 
C-O 
C-H 
C=C 

1637.54 
 
845.57 
 
1121.24 
3023.17 
1441.05 

NO2 
 
C-N 
 
C-O 
C-H 
C=C 
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Figure5: IR Spectrum of picric acid 
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Figure6: IR Spectrum of picramic acid 
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Figure 7: IR spectrum of sodium picramate 
 
4.5 Discussion 
Three compounds Picric acid, Picramic acid and Sodium picramate were synthesized. 
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Picramic acid and sodium picramate are the derivatives of Picric acid. The first 
compound Picric acid was formed by mixing Phenol, HNO3 and H2SO4 in the ratio 
1:3:1. The second compound Picramic acid was formed by mixing Picric acid and 
Na2S in the ratio 1:2 followed by the addition of water. Similarly, the third compound 
was formed by mixing Picramic acid and NaOH in the ratio 1:1. The compounds 
were characterized by IR spectroscopy. 
In first step synthesized compounds were confirmed by checking their physical 
properties i.e. color, solubility and further confirmation was done by their melting 
points in table 1, 2 and 3. 
In the first compound, the band at 3502.93 cm-1 was due to stretching vibration of O-
H Group. The NO2 frequency was observed at1331.91 cm-1. The C-N frequency was 
observed at 1154.89 cm-1. The C-O frequency was observed at 1111.08 cm-1. The C-
H frequency was observed at 3037.69 cm-1. The C=C frequency was observed at 
1619.10 cm-1. 
In the second compound, the band at 3423.15 cm-1 was due to stretching vibration of 
O-H Group. The NH2 frequency was observed at 1599.17 cm-1. The NO2 frequency 
was observed at 1436.34 cm-1. The C-N frequency was observed at 1599.17 cm-1. The 
C-O frequency was observed at 1113.93 cm-1. The C-H frequency was observed at 
3023.89 The C=C frequency was observed at 1436.34. 
In the third compound the band at 1637.54 was due to NO2. The C-N frequency was 
observed at 845.57 cm-1. The C-O frequency was observed at 1121.24 cm-1. The C-H 
frequency was observed at 3023.17 cm-1. The C=C frequency was observed at 
1441.05 cm-1.  
Conclusions 
Synthesis of Picric acid, Picramic acid and sodium Picramate were synthesized in 
excellent yield. All the compounds were characterized by FTIR. Both Picramic acid 
and Sodium picramate are the derivatives of Picric acid. It should be noted that Picric 
acid, Picramic acid and Sodium picramate could be easily formed through the 
nitration of phenol, reduction with sodium sulfide and treatment with sodium 
hydroxide respectively and have many industrial and biological applications. Picric 
acid used in medicinal formulations in the treatment of malaria, trichinosis, herpes, 
smallpox and antiseptics. It is used for dyeing wool, silk, and leather. It is frequently 
found in forensic laboratories for use in the Christmas tree stain and for Urine 
detection. Picramic acid and Sodium picramate are used to make dyes. Both Picramic 
Acid and Sodium Picramate are used as dyes in permanent hair dyes and colors. 
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Abstract.  

Liquified natural gas (LNG) has become a basic energy source which is mainly used to 

run industrial wheel. It has played a vital role for boosting economic growth/GDP of Pakistan. 

Most of power plants and industries use LNG for generation of commodities of domestic use. 

The contribution of LNG in the total energy supply is 38% which increases up to 40% in 

winter. This research was conducted in Rana Town Ferozwala. We selected this area because 

of non-availability of Sui Northern or Southern network of gas pipelines. We used spatial 

interpolation technique to map the sale of LNG at various sale points throughout the year 

2017. We observed the maximum sale of LNG during winter season (Nov-April) where the 

LNG demands exceeded from 13.2 tons as compared to the normal 8 tons. It was observed 

that the LNG demand was declined below the approximated demand e.g., a very less amount 

of LNG was consumed during June and July which was (2.7-6.9) tons and (2.9-6.7) tons 

respectively that must be more than 8 tons. On field observation we found that most of people 

prefer the usage of biofuel instead of LNG in summer season because there is excess of dry 

residue of animals and the dry wood as well for cooking.  This trend analysis determines the 

LNG consumption across a region where interpolation technique proved efficient in public 

trend mapping for purchase of LNG during 2017.  
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1. Introduction.  

Economic development and fastly growing urbanization have boosted up the energy 

demands by 30% in last two decades [1]. Liquified natural gas is clean, cheap, efficient, and 

thus preferred by many countries as compared to various other sources of energy such as, coal 

and fossil fuels. The demand of natural gas has been increased by 12% in China from 2012 to 

2019, which made china 3rd largest user of natural gas throughout the world. The discovery 

of new sources of natural gas are vary less in comparison to global demands therefore, it is 

very important to forecast the natural gas demands of any country to manage its energy 

planning and policy. 

Raw estimates of LNG consumption may lead to mismanaged infrastructure and 

supplies. This situation is accounted for economic losses at regional scales. Therefore, it is 

significant for all stakeholders of energy sector to manage foreign supply contracts keeping in 

view the accurate estimates of LNG demand for a sustainable future. In recent decades, many 

researchers have proposed a variety of models to forecast the LNG demands accurately. There 

are basic three categories of these models: 1) Artificial intelligence models 2) Statistical models 

and 3) Hybrid models [2]. 

The widely used artificial intelligence models include 1) support vector machine 2) 

neural network model 3) Extreme learning machine model and 4) least square vector machine 

model. A hybrid model was proposed by wang et al [3] to forecast electricity consumption. 

The analytical hierarchy process was used by Geng et al [4] who sorted out all the existing 

energy consumers using weight analysis to manage energy sources by assigning them priority. 

The support vector machine model was used by Ahmed [5] to review the consumption of 

electricity in comparison to its productions. A hybrid model was proposed by Barman et al [6] 

to forecast the electricity load by integrating support vector machine model with grasshopper 

optimization model. A new load predicting model was introduce by Niu and Dai by integrating 

grey relational analysis with least square vector machine to predict the demands of electricity 

[7].  

Most of statistical models are based on a variety of regressive approaches e.g., auto 

aggressive, heteroscedasticity model. Many researchers used statistical techniques to forecast 

the energy load e.g., Xu et al, [8] used Hp filters to evaluate the energy required for Guangdong 

in China. Autoregressive moving model was used by Sen et al [9] who generated a relationship 

between green-house emissions and the energy consumption. An intelligent grey model was 

presented by Zeng and Li [10] to forecast the demands of natural gas in china for the duration 

2015-2020. Multivariate and univariate class models were used by wang and Wu [2] to predict 

energy market volatility. 

Based on above studies, this research aim at identification of LNG demands and 

enhancement of LNG business using real-time field observations. 

 



                                    International Journal of Innovations in Science & Technology 

March 2019 | Vol 1|Issue 2                                                                            Page | 81  

 

Study area. 

 This research was conducted in Rana Town Ferozwala. We selected this area because 

of non-availability of Sui Northern or Southern network of gas pipelines. There were about 

661 active households using LNG in cylinders, refilled by gas distributors. The spatial locations 

of main LNG distributors are marked in map as shown Figure 1.  

 

Figure 1. Locations of LNG distributors in Rana Town Ferozwala.  
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Materials and methods: 

  Liquified natural gas (LNG) has become a basic energy source which is mainly used to 

run industrial wheel. It has played a vital role for boosting economic growth/GDP of Pakistan. 

Most of power plants and industries use LNG for generation of commodities of domestic use 

[11]. The contribution of LNG in the total energy supply is 38% which increases about 40% 

in winter. Pakistan has contracted about 4-5 million tons of LNG within this year from Qatar. 

Pakistan aim at importing LNG from Russia and Japan. Total demands of LNG in Pakistan 

are nearly 30 million tons for which Pakistan has joined hands with Iran to meet the energy 

demands. Pakistan will complete the construction of seven LNG terminals by the end of 2019 

[12]. 

The LNG sector and the county’s energy policy are formulated by provincial, 

institutional and federal entities which are responsible for identifying, addressing all the issues 

related to distribution, consumption and production of LNG [13]. Gas and Oil sector of 

Pakistan is extensively regulated, rapidly changing and highly complex. 

Transmission, distribution, exploration and development of LNG is regulated by Oil 

and Gas Regularity Authority (OGRA). All the infrastructure and networks used in 

distribution of LNG are owned by Sui Northern and Sui Southern gas limited [14]. These 

companies purchase LNG in huge quantity from petroleum companies and distribute it 

through transmission networks to commercial, industrial and domestic customers. There is a 

regulatory mechanism introduced by OGRA for production, extraction, consumption and 

distribution of petroleum and gas products. These laws cover all regulations and agreements 

amongst rights, liabilities, stakeholders, and investors to enhance returns from local market 

[15]      

We used spatial interpolation techniques to investigate the variations in purchase of 

gas at various sale points as shown in Figure 1. Interpolation is a technique of extraction of 

unknown data points on the basis of known points [16]. Spatial interpolation is widely used in 

trend mapping e.g., the weather experts use interpolation to construct weather maps to 

determine temporal variations in rainfall, temperature, humidity or pressure for a specific time 

span [17]. There are basic three types of spatial interpolations that include Inverse Distance 

Weightage (IDW), Kriging and Spline [18]. We can accept or reject any of the technique 

depending upon the application for which we are applying it. In IDW, the sample points are 

weighted depending upon the associated weights attached to a specific point [19]. Here the 

weighting coefficients are computed which determine the influence of weight of one point on 

the other. A simple demonstration of IDW is shown in Figure 2.  
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Figure 2. Demonstration of IDW interpolation.  

We selected 12 distributors of LNG, working in Rana Town. The spatial locations of 

these distributors are marked in Figure 1.  Figure 1 is showing that 8 distribution points were 

located along road sides while 4 were away from main road. These distributors were feeding 

to 661 residents of Rana Town. According to a local survey, a household may consume 0.013 

ton per month to run his/her domestic affairs properly, therefore, the total supply of LNG 

which was required to feed the investigation site, was almost 8.6 tons per month. We obtained 

the data about LNG sale from sale points on monthly basis. The data is mentioned in Table 1 

as below,  

Table 1. Monthly LNG sale in tons at various distribution points. 

Sr No Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

1 8.4 7.8 7.4 11 6 5 5.2 5.5 6.1 7.5 11.7 8.3 

2 7.6 7 12 5.6 5.2 4.2 4.4 4.7 5.3 5.5 6.5 7.5 

3 7.4 12 6.4 5.4 5 7 4.2 7.8 5.1 7.2 12.3 7.3 

4 6.6 6 5.6 4.6 4.2 3.2 3.4 3.7 4.3 4.5 5.5 6.5 

5 5.9 5.3 4.9 4.1 3.7 2.7 2.9 3.2 3.8 4 5 6 

6 5.7 5.1 5 4.3 3.9 2.9 3.1 3.4 4 4.2 5.2 6.2 

7 5.6 5 5 4.2 3.8 2.8 3 3.3 3.9 4.1 5.1 6.1 

8 13.2 12.8 10.4 8.4 8 5 7.2 8 8.1 8.3 9.3 10.3 

9 12.6 12 11.4 7.4 7 4.9 6.2 6.5 7.1 7.6 8.3 9.3 

10 12 11.4 9.8 8.8 8.4 5.7 7.6 7 8.5 8.7 9.7 12.5 

11 11.7 11.1 9.6 8.6 8.2 6 7.4 4.2 8.3 8.5 9.5 12.9 

12 11.4 10.8 8.4 7.4 7 7 6.2 6.5 7.1 7.3 8.3 9.3 
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Results and discussions.  

We applied IDW interpolation on monthly LNG sale data collected from various 

distributors working in Rana Town and mapped the results in Figure 3. Figure 3 is showing 

spatial variations in LNG sale during 2017. The results describe that maximum sale of LNG 

was performed from the points which were located along the road side. These points were 

actually located on the Grand Trunk road therefore, LNG customer mostly approach the main 

shops instead of others which were located in the back areas of the town away from main 

road. The selection of main point instead of others was due to fluctuations in LNG prices as 

the main dealers sale at comparatively cheap rates as compared to others.  

We observed that maximum sale of LNG was during the winter season (Nov-April) 

where the LNG demands exceeded from 13.2 tons as compared to the normal 8 tons. The 

main reason of this increase in demand was due to frequent usage of other appliances e.g., 

LNG heaters, lamps and furnaces. The material used in stoves and furnaces consume more 

LNG to maintain its temperature during winter season. However, comparatively very less 

amount of LNG was required during the summer season.  

It was observed that the LNG demand was declined below the approximated demand 

during summer season e.g., a very less amount of LNG was consumed during June and July 

which was (2.7-6.9) tons and (2.9-6.7) tons respectively that must be more than 8 tons. On 

field observation we found that most of people prefer the usage of biofuel instead of LNG in 

summer season because there is excess of dry residue of animals and the dry wood as well.  

Another factor which was a main constrain to consume LNG, was the buying power 

of residents. Most of residents were observed poor who were living below the line of poverty. 

They didn’t afford high prices of LNG therefore, they preferred to use other sources for 

cooking etc.  
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Figure 3. Spatial trends of LNG sale during 2017.  

We observed fluctuations in public trend to rush toward various LNG sale points which were 

located along the road side as shown in Figure 4.  
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Figure 4. LNG sale during the months June and July 2017.  

The hotspots are marked within blue circles in both parts of Figure 4 (A,B). It is clear 

that red spot has been moved from upper portion of Figure 4A to downward in Figure 4B. It 

means that the residents visited the upper part of Figure 4A for purchase of LNG in June 

2017 while this hotspot shifted to downward in Figure 4B in July 2017. We investigated this 

trend and observed that people are price conscious therefore, they preferred to buy LNG at 

low rates ignoring the quality.  

Conclusion.  

This trend analysis determines the LNG consumption across a region where 

interpolation technique proved efficient in public trend mapping for purchase of LNG during 

2017. This trend analysis is of great importance to manage and enhance the LNG market in a 

proper way. LNG is the substitute of fuel which contribute about 40% in energy sector of 

Pakistan therefore, LNG market must be enhanced by keeping in view the public trends and 

creating awareness among masses.  
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