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mart cities utilize digital technologies for the improvement of its services’ quality and 
performance by reducing resources’ cost and consumption, with a commitment of 

action and efficiency to its citizens. The increased urban migration has led to many 
problems in cities, such as traffic congestion, waste management, noise pollution, energy 
consumption, air pollution, etc., as nowadays COVID-19 pandemic has seized the whole 
world. So, it is necessary to carry out its standard operating procedures (SOPs), including less 
human interaction. Thus, technology plays a vital role via Internet-of-Things (IoT) based 
systems. In this paper, a lightweight security mechanism (LSM) is proposed to enrich the 
IoT based systems. Blockchain technology is integrated, and its completely decentralized 
peer-to-peer (P2P) technology enables the users’ authentication and authorizes legitimate 
procedures. The IoT based management system is developed to monitor some of the 
aforementioned problems and solve solid waste, air, and noise monitoring systems. The 
Ethereum blockchain is used to implement a smart contract based framework for the 

system’s security and access control. The evaluation of performance of the LSM 
demonstrates that it is an efficient and lightweight tool in terms of cost, resources, and 
computation and superior over related security studies. 
Keywords: Smart City, Internet-of-Things, Lightweight Security Mechanism, Blockchain, 
Smart Contract. 

1. INTRODUCTION 
According to the 2017 census, Pakistan’s urban population was 32% in 1998, which  

has increased to 40% and is predicted to reach 50% by 2025 [1]. With the rise of population, 
the burden on city administrations to provide essential services to all citizens has also 



International Journal of Innovations in Science & Technology 

Dec 2021 | Vol 3|Special Issue Page | 2 

 

 

increased. Moreover, the COVID-19 pandemic has held onto the entire world. Thus, it is 
vital to complete its standard operating procedures (SOPs), which incorporate less human 
interaction utilizing technology for several purposes [2], [3]. There has been a significant 
development in the intelligence of digital devices, such as smart 

machines, smartphones, and smart sensors, leading to the high-quality pursuits of the 
Internet-of-Things (IoT) to meet administrative requirements [4]. IoT uses the internet to 
connect different devices in different areas to collect and analyze information without 
human-to-human interaction [5]. 

IoT works on mechanism of transferring the data from sensor to cloud through 
gateway to store data from where different integrated devices share their information to 
communicate or to exchange data with each other. This working mechanism reduced the 
human interaction with computer as sensors automatically exchange their information with 
each other. Human have just to monitor the data on Graphical-User Interface (GUI) 
developed for different types of data. IoT includes three layers, the perception layer, the 
network layer and the application layer [6]. The perception layer includes a group of devices 
authorized for the Internet which are able to sense the objects, and for exchange of data 
with other devices by Internet communication systems. Radio Frequency Identification 
Devices (RFID), cameras, sensors, Global Positioning Systems (GPS) are examples of layer 
of perception of the devices. Information transmits from perception layer to application 
layer through the network layer. IoT systems use a combination of short-range systems of 
communication technologies such as Bluetooth and ZigBee to carry the data of the devices 

of the perception to a gateway near based on the functionality of the parties’ appellants. The 
technologies of the Internet such as Wi-Fi, 2G, 3G and 4G carry information on long 
distances based on the implementation [7]. 

IoT devices have to be built-in with various devices and units, enabling them to 
interact and engage seamlessly with each other in an impervious way to reduce human 
resources [8]. Thus, this large volume of data can also pose many problems as it is 
centralized and monitored from time to time by a single provider. The cloud is a processing 

and storage technology that cannot guard its consumers’ security and privacy [9]. The work 
was being started, and different techniques were proposed, but the integration of IoT with 
blockchain technology gained the limelight of researchers and developers [10], [11]. 
Blockchain made its space in the market due to its decentralized, distributed, and 
tamperproof ledger properties. Blockchain technology has proven to be sufficient for 
economic purposes like Bitcoin and can be of incredible value [12], [13]. Integrating it with 
the IoT based management system enables an extra layer of security and data integrity by 
authorizing only authentic users. It maintains transaction archives throughout countless 
nodes that are Peer-to-Peer (P2P) coupled, making it tamperproof [14], [15]. 

By smart contract, it allows more functionality to play with the IoT and blockchain’s 
integration with each other. A blockchain based scheme by issuing tokens for user access to 
fog-enabled IoT devices using a smart contract is developed (J. K. Mudhar et al., 2020) [16]. 
The tokens are issued to the user by the admin in an off-chain procedure by which the 

question of the token’s confidentiality and integrity is raised. However, the feasibility of the 
system in a real environment is not tested likewise (J. Oh et al., 2021) [17]. In (A. Ouaddah, 
2019) [18], a Fair Access and PPDAC is introduced as a lightweight and privacy-preserving 
access control-based on blockchain, mainly the open access and public type. 
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On the other hand, (P. Velmurugadass et al., 2021) [19] constructed a blockchain 
based architecture that is used for data integrity and privacy in the IaaS cloud. However, 
Proof-of-Work (PoW) is not suitable for IoT systems as they are resource constraints. Apart 
from blockchain, (M. Masud et al., 2021) [20], a one-way cryptographic hash, bitwise XOR, 
and nounce (number used only once) are used to provide a lightweight and secure 
communication. In (G. Sharma et al., 2019) [21], (M. Wazid et al., 2019) [22], proposed a 
lightweight authentication scheme that proved to be as insecure against privileged insider 
attacks. 

Considering and overcoming the issues raised in the aforementioned studies, LSM, a 
lightweight security mechanism is proposed. LSM has a strong authentication with accurate 
verification and reduced the computational overhead. Its performance evaluation makes it a 
lightweight mechanism for security, resources, optimization, and time. The application 
chosen to demonstrate the LSM feasibility and potential in a real environment, IoT based 
smart city management system, is developed to monitor and provide a solution to solid 
waste, air, and noise monitoring management systems. These smart applications aimed to 
lead automation to reduce human-to-human or human-to-computer interaction due to the 
COVID-19 pandemic. 

Waste management is a primary expenditure in many modern cities since both the 
cost for the service and the storage of waste in landfills are relatively high. In current 
scenario, collection and management of waste is quite difficult without the use of modern 
technology [23], [24]. To overcome these waste management problems, an IoT based system 

can be deployed to allow the terminals, namely “Smart Bins,” to monitor the available data 
to manage and call the garbage truck when necessary. IoT based system also offers statistics 
on air quality in saturated areas, parks, and health tracks. In this way, humans can locate the 
healthiest route outdoors. This provision requires that the air pollution sensors be deployed 
in the metropolis and share the statistics freely with all authorized residents [25], [26]. 

The noise is also a form of pollution as the carbon dioxide (CO2) in the air. In this 
case, the metropolis experts have already issued particular legal guidelines to decrease the 
quantity of noise in the metropolis [27], [28]. However, despite being written on boards 
(Quiet zone), people keep making noise in the hospital’s regions. IoT based framework will 
observe noise levels for the authorities to take necessary actions. This service can improve 
the decorum of hospital areas and the silence at night. 

Benefiting from IoT characteristics and the distributed nature of blockchain, proposed 
LSM: a lightweight security mechanism for IoT based smart city management systems. The 
main contributions of this paper are given below: 

 A computationally efficient smart contract based lightweight security mechanism 
(LSM) for IoT based smart city management system is proposed. 

 LSM is secure against various attacks like a spoof, Sybil, and replay. 

 LSM only permits the registered and verified users to access the IoT data through 
the smart contract they authorized for IoT devices. 

Section I presents the introduction, literature review, objective and contributions. System 
architecture and testbed implementation for LSM is provided in section II. Section III 
evaluates the performance of the LSM in terms of security, time overhead, and benchmark 
studies. Further, the concluding remarks are offered in section IV. 
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2. MATERIAL AND METHODS 
LSM’s architecture is shown in Figure 1. The flowchart of the IoT based smart city  

management is shown in Figure 2. The architecture of the developed system is consisting of 
two components whose functionalities are discussed below: 

 

 
Figure 1. System Architecture of LSM 

 

(a) IoT based Garbage System (b) IoT based Air & Noise System 

Figure 2. Flowchart of IoT based Smart City Management System 
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Hardware Components: Different sensors and modules are incorporated in this system 
architecture to represent IoT system. microphone, MQ-6, and ultrasonic sensors are 
used for noise, air, and garbage monitoring, respectively. Mini-fan is used as a vacuum for 
demonstration purposes. Wi-Fi, GSM, and GPS modules transmit IoT data, messages, and 
locations, respectively. All sensors and modules are interfaced with an Arduino-Uno board, 
which is an 8-bit microcontroller integrated circuit. 

Software Components: Arduino-Genuino software is used for code compilation and 
configuration of the modules. To store data on the cloud, the Thing Speak server is used. 
Ethereum is a popular platform that can process any complex algorithm code through 
Ethereum Virtual Machine (EVM). So, Ubuntu operating system (OS) is used in this system 
architecture for Ethereum blockchain development. Communication between Ethereum and 
cloud is done through a python script that includes the JSON-RPC protocol and the Web3py 
library1, which are lightweight and efficient for a resource constraint environment. An 
Ethereum node can call or deploy a smart contract using Go-Ethereum (Geth) client. A smart 
contract is a bunch of rules or provisions of an agreement that executes on a blockchain to 
audit and authorize these concurred terms without the association of an outsider. Solidity, a 
high-level language, is used to write a smart contract. Remix IDE and Truffle suite are used to 
develop and deploy the smart contract. 

The IoT based smart city management system is implemented to demonstrate the 
potential to carry out the LSM as a Proof-of-Concept (PoC). The garbage monitoring system 
will update their data after every five minutes. The air monitoring system will update after 
every fifteen minutes, and the noise monitoring system will continuously update its data. IoT 
devices are connected with the cloud to upload their data and communicate with each other. 
Users are connected to the blockchain. The advantage of this method is that users get IoT 
data only when they request it. Resource optimization is done via this technique. User 
authentication is done via a smart contract in the blockchain and brings confidentiality, 
integrity, authenticity, and various security attacks like a spoof, sybil, and replay. This study 
aims to get a lightweight security mechanism in IoT as they operate in a resource constraint 
environment. Table 1 shows the notations used in this paper. 
IoT based Garbage System 

In this system, ultrasonic sensor and GPS module are attached to the garbage bin 
through which data and location information is fetched. By using the distance formula “s = v 
× t”, theultrasonic sensor measures the bin status. Through the Wi-Fi module on it, statistics 
are uploaded on the cloud, enabling the users to monitor it from anywhere. Whenever the 
garbage bin is full, the message is sent through the GSM module to authorities to take 
necessary actions. 
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  Table 1. Table of Notations  
 

Notations Description 
Datadevice IoT sensor’s data 

EAuser Ethereum’s address 

EAreg. Registered users 

Hashreg. Registered hash 

IDdevice IoT sensor’s number 

Signuser User credentials 

1https://web3py.readthedocs.io/en/stable 

 
IoT based Air & Noise Monitoring System 

Different sensors such as MQ-6 and microphones are used to fetch the value of 
noise and air pollution from the surroundings in this system. In addition, GPS module is 
used to access the location. Through the Wi-Fi module on it, statistics are uploaded on the 
cloud, enabling the users to monitor it from anywhere. A relay is used to interface the fan 
with the air sensor. Whenever a gas value passes a specific value, the signal is given to the 
relay, and the fan is operated. 
Blockchain Integration 

Ethereum blockchain and its nodes are developed using the Geth implementation on 
Ubuntu OS. The genesis file is created using puppeth to trigger the Ethereum blockchain. 
Clique, Proof-of-Authority (PoA), consensus protocol is opted [29]. Keccak256 algorithm is used 
to create Ethereum addresses [30, 31, 32]. Elliptic Curve Digital Signature Algorithm 
(ECDSA) generates private and public keys. The smart contract is developed utilizing the 
Remix IDE platform. The functionality of the smart contract is presented in Algorithm 1. 
The Truffle suite is utilized for the deployment of the smart contract. Smart contract 
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transactions cannot be changed and are permanently stored in a transparent framework. The 

deployed code of the smart contract cannot be changed and is only triggered by the sender’s 
transaction message. 

3. RESULT AND DISCUSSION 
The developed IoT based smart city management system is illustrated in Figure 3. 

The specifications of the devices on which the developed system is evaluated are shown in 
Table 2. The results are system-dependent. They can vary from system to system as their 
specifications change. The smart city application’s results are taken by deploying the IoT 
system in Lahore city231.5204° N, 74.3587° E. 

 

Figure 3. IoT based Smart City Management System 

  Table 2 Specification of Devices  
 

Device Model Processing Speed 

Laptop HP-450-Notebook Intel Core i5, 3rd Gen. 

Internet Router PTCL DSL-G2452D 8 Mbps 
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Figure 4. User Authentication via LSM 

 

Figure 5. Sequence Diagram of LSM 
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The incoming sensor’s data is transmitted via a python script using JSON-RPC and 
Web3py library. The python script loads data from the cloud’s URL3 and directs it to the 

blockchain. When the user is required to screen any of the IoT’s data, it will enter itself’s  
credentials (Signuser) and the required sensor number (IDdevice) from its Ethereum address 
(EAuser). Then, the smart contract will first check the authenticity of the user by comparing 
EAuser with the registered users (EAreg.). If the user is authentic, then it will check the 
combine hash of Signuser and IDdeviceusing Keccak256 algorithm with registered hashes (Hashreg.). 
Different numbers are assigned to various sensors. The number “0” is given to the microphone 
and “1” to the ultrasonic sensor, and “2” to the gas sensor. If the hash matches and the user is 
authorized to access the requested IoT’s sensor data, then the respective values are then sent  
to the requested user; otherwise, it will return “false”, as illustrated in Figure 4. The complete  
sequence diagram of LSM is illustrated in Figure 5. 

Security Analysis 

 Integrity: For the integrity of the data in the system, data is signed before sending 
data to the recipient, using the ECDSA algorithm supported by Ethereum. The 

recipient confirms this against the smart contract’s address. 

 Identification:Signuser and IDdevice is required to access the IoT system. Each device 
and userregistered with the system has a separate ID and sign. 

3https://thingspeak.com/ 

 Non-repudiation: All transactions are signed with their respective Signuser. Therefore, 
the sender cannot repudiate having performed a transaction. 

 Authentication: The user must first be registered with the IoT system. If the user is 
already registered, the smart contract has the associated credentials. As soon as the 
smart contract verifies the existence and validity of the details provided by the user, it 
can interact with the IoT system. 

 Spoof attack: To successfully launch a spoof attack, attacker need a Signuser,IDdeviceand 
EAuser.If the attacker somehow gets the IDdevice and EAuser, still needs the Signuser. 

 Sybil attack: In a Sybil attack, the attacker needs to create a fake identity to enter 
into the system. In LSM, users and devices are not allowed to have more than one 
ID. The message is signed with the private key. Therefore, creating a fake identity in 
the system has been reduced and is almost infeasible. 

 Replay attack: In LSM, all messages generated in the system are assigned to a 
unique transaction ID and timestamp. Therefore, a replay message with a previously 
accepted transaction ID will be rejected. So, protection against replay attacks is 
coped. 

Time Overhead 
If users directly access the cloud for the IoT data, the delay is less as compared to the 

blockchain. Because users are interacting with the cloud direct now, but there is no 
significant security in the cloud. On the other hand, in blockchain, users interact with the 
cloud via blockchain due to which processing and propagation delay increases. So, this is our 
trade-off between delay and security. But, as the number of users increases in the cloud, the 
total delay increases because of the rise in queuing delay. But in blockchain, despite the 
increase in the number of users, total delay remains almost constant, as illustrated in Figure 
6. The total delay is calculated using the total delay equation, illustrated in Figure 7. 
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Figure 6. Total Delay Graph over Number of Users Access IoT Data via Cloud vsBlockchain 

 

 

 

 

 

 

 

 

 
Figure 7. Time Overhead Calculations 
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Figure 8. Computational Graph of LMS in terms of Gas and Ether consumed 
Comparison with Relevant Work 

Gas is described as a resource that is paid for transaction verification. By increasing 
the gas limit, the average block size increases, affecting the increase in cost. A large block 
size means more space to store the Ethereum blockchain. LSM consumed 26664 gas, 

illustrated in Figure 8. While (J. K. Mudhar et al., 2020)’s request access smart contract  
consumed 51402 gas. (P. Velmurugadass et al., 2021) used PoW operations which include 
more CPU power consumption as compared to PoA. So does the energy consumption also 
increase in PoW which has a negative effect on the system’s delay. PoA is a lightweight  
consensus protocol, and its equipment is also cost effective as compared to PoW. 

LSM can scale well regarding the number of devices without affecting the system as the 
cloud manages it. The computational effort is independent of the number of devices. LSM is 
tested in a real environment and has a permission access control compared to (J. Oh et al., 
2021), and (A. Ouaddah, 2019). 

4. CONCLUSION 
This paper demonstrated the lightweight security mechanism LSM for an IoT based 

smart city application management system by integrating blockchain technology within the 
network, enhancing the user authentication and access control using the smart contract. The 
performance evaluation illustrates LSM as a lightweight in terms of cost, resources, and 
computation. While secure in the spoof, sybil, and replay attacks. In the near future, the plan 
is to extend the system with more applications and add machine learning/deep learning to 
make smart cities more efficient and autonomous to cope with the recent and zero-day 
attacks. 
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n social media platforms, crowd-users extensively interact and contribute information 
related to software applications. Usually, crowd-users discuss software features or hot 
issues and record their opinions about the software applications under discussion either 

in textual form or via end-user votes. Such requirements-related information is considered a 
pivotal alternative source for requirements engineers to the already existing in-house 
stakeholders in order to illustrate decision-making. Also, requirements decision-making for 
Crowd requirements engineering is a difficult task, as it is always based on incomplete 
knowledge and requires trade-offs from multi-perspectives. However, existing requirements 
models and associated tools are still lacking, which enable requirements engineers to make 
informed decision-making and capture conflicting requirements knowledge. This paper 
elaborates the interaction among the crowd-users about the Google Map mobile application 
in the Reddit forum to recover conflicting requirements-related information using the goal 
modeling approach. For this purpose, we extracted critical arguments from a crowd-users 
conversation in user forums regarding a given design; built a graphical argumentation model 
based on the extracted information; aligned types of arguments with goal-oriented modeling 
constructs in the non-functional requirements framework; conducted exiting goal-model 
analysis to the requirements model to reach consensus based on argumentation and 
reasoning, such as supporting, attacking, undefined, and conflicting. The proposal is 
described with illustrative example models and the associated evaluation processes of design 
decision-making situation for Google Map interface design. 
Keywords: CrowdRE, Argumentation, Goal Modeling, Requirements, user forum. 
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INTRODUCTION 
With the persistent use of online user forums, app stores, and other prominent social 

media platforms, i-e Twitter, Facebook, etc., it becomes pivotal to listen to the end-users and 
understand their requirements, needs, and suggestions for software design and evaluation [1, 
2]. Recently, research studies have shown that such a large amount of freely available crowd- 
users data contributes too many different aspects of crowd requirements engineering and 
helps in requirements decision-making [3]. In recent studies, researchers have shown greater 
interest in computational argumentation [4,5] in requirement engineering to identify 
conflicting crowd requirements information [6,7] and help illustrating decision-making [8]. 

Kanchev et al. [9] proposed the Canary framework, which captures and identifies 
large copra of requirement-related knowledge from the end-user forum, then using a high- 
level query language, pivotal and useful requirements-related information is captured for 
requirements analysts and engineers to make future requirements-related decisions. Further, 
Kanchev and Chopra [9] found that user forums contain rich information about software 
requirements having supporting and rebuttal arguments. At the same time, Kurtanovic and 
Maalej [10, 11] applied supervised machine learning techniques on amazon store to MINE 
rationale concepts from end-user reviews. Reviews are classified into different rationale 
categories: issues, alternatives, criteria, decision, and justification, and also found that how 
users argue and support their decision regarding up-gradation and application switching. 

Furthermore, a typical scenario in user forums is that an end-user starts a 
conversation topic by sharing their experience of using a software application in the form of 
a comment, upon which other users comment either in favor or against that initial comment. 
Other users might give suggestions for a new feature or provide an alternative solution in 
response to that comment. Also, end users can express like and dislike emotions on other 
user’s comments. From such discussions threads and their nested structure in a user forum, 
we can quickly identify key requirements and arguments on a given topic and organize them in 
a structured way using the existing goal-modeling approach. Such arguments from users 
can be a good source of information for requirement decision-making [12, 13]. It inspires us 
to perform an exploratory study on the crowd-users comments in the Reddit user forum to 
recover distant aspects of social media related to requirements engineering and how they can 
be restructured and modeled to leverage requirements analysts. Mainly, we are interested in 
different systematic approaches to model, structure, and analyze requirements knowledge 
recovered from the user forum in a more structured way. 

In this paper, we contributed in the following aspects: (1) we extracted key 
arguments from a crowd-users conversation in user forums regarding a given design 
decision topic; (2) built a graphical argumentation model based on the extracted 
information; (3) align types of arguments with goal-oriented modeling constructed in 
the non-functional requirements framework; (4) conducted exiting goal-model 
analysis to the requirements model to reach consensus based on argumentation 
reasoning. 

We answered the following research questions with the proposed research 
approach: (1) How the typical user forum dataset looks like? (2) How to model key 
requirements arguments identified from the raw user data and build an 
argumentation model? (3) How to apply existing goal-model semantic on the 
argumentation model to recover conflicting requirements information? In other 
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words, how user forums data can be appropriately used during requirements decision- 
making if we treat them as an argumentation process. 

The main structure of research paper is: in literature review, which elaborates on the 
existing literature work; for instance, it highlights the dataset taken for the proposed 
approach; in Argumentation for Requirements decision using goal model approach section, 
we introduce our proposed approach to construct a goal model from the end-comments; in 
Argumentation integration with model evaluation section, we elaborate on the analysis 

process and reports the results; In the discussion section, we discuss the research findings, 
authenticity, applicability, and marketing the proposed approach; In the conclusion section, 
we conclude the paper and discusses future work. 
Literature review 

In this section, related work on requirement engineering (RE) with argumentation is 

elaborated in detail. The Dung’s abstract argumentation framework [14] and Toulmin 
arguments [15] are the two most frequently used frameworks in RE research problems, i-e, 
security requirements [16], risk assessment [17], privacy requirements [18], requirements 

decision-making [19], consistent goal-based requirements [20], useful information [21] and 
legal requirements [22,23] to identify conflicting RE knowledge. 

Argumentation theory [24] was first introduced in security requirements by Haley et al. 
[25, 26]. They proposed that system security requirements can be satisfied using formal and 
informal arguments, called satisfaction arguments. Later, Franqueira et al. [27] extended 

Haley’s research work by proposing a risk assessment method (RISA) to identify refutations 
and justifications for the security requirements satisfaction and overcome incomplete and 
uncertain information. At the same time, Kovacs et al. [28] validated the RISA framework 
with a complex BitMessage chat application (case study) to analyze security requirements. 
During analysis, they identified new security requirements to improve the BitMessage client 

app. 
Jureta et al. proposed Acceptability evaluation framework (ACE) [29], which formally 

caters the discussions between stakeholders and engineers on the validity of RE artifacts in 
the form of a graph, for which an acceptability condition is defined, if it holds, that means 
that validity is achieved for the given artifact. Yehia et al. [30] proposed the CaRE 

framework, transforming informal, ambiguous, conflicting, and incomplete stakeholder 
requirements into complete, consistent requirements using abstract argumentation. Zee et al.  
[31, 32] developed a framework to trace the elements of Goal-oriented requirement language 
(GRL) to the evidence and arguments of system stakeholders. The framework is based on 
the ASPIC+ framework, extended with practical and evidence-based argumentation. Also, 

using a UML metamodel, they integrated the ASPIC+ argumentation model with GRL 
elements. Van et al. [33] extended the Zee work and developed the RationalGRL framework, 
which helps to map arguments diagrams to the goal models. For this, first, the arguments are 
identified as end-users goals, then these arguments are converted into the abstract 
framework (AF), having nodes and attacking arguments. Later, the AF is then translated into 

anaimed model. Finally, Ghanavati et al. [34] evaluate and analyze the previously developed 
RationalGRL framework with an example. 
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Bagheri et al. [35] proposed an argumentation-based approach to capture the 

inconsistencies in the requirement specification using abstract argumentation semantics. 
Also, the preference function is utilized to recover the most inconsistent requirement pairs. 

Elrakaiby et al. [36] proposed an argumentation-based framework to capture ambiguities 
arrived during requirements elicitation by interview. Murukannaiah et al. [37] proposed an Arg-
ACH approach to resolve stakeholder’s goals conflicts by identifying and capturing  
inconsistencies between the goals and beliefs. Kurtanovic and Maalej [38, 39] applied 
supervised machine learning techniques on amazon store to mine rationale concepts from 

user reviews. Reviews are classified into different rationale categories: issues, alternatives, 
criteria, decision, and justification, and also found that how users argue and support their 
decision regarding up-gradation and application switching. Recently, Khan et al. [40,41,42] 
proposed the CrowdRE-Arg approach, which analyzes end-users conversations in the online 
user forum and identifies conflict-free requirements-related information using abstract 

argumentation semantics. The CrowdRE-Arg approach is supported by machine learning 
classifiers and other developed algorithms to automate the proposed framework. 

In summary, much research efforts have been made in adopting argumentation to 
address RE related decision-making processes in a situation when : (i) we need to deal with 
conflicting information, e.g., security requirements decisions are inherently inconsistent with 

conflicting viewpoints (attackers and defenders); (ii) it involves weighing, comparing, or 
evaluating arguments, e.g., goal-oriented analysis are precisely the process of weighing, 
comparing and evaluating the alternatives supported by different arguments from multiple 
stakeholders; (iii) when we need to make decisions, e.g., design decisions, compliance 
decisions, priorities of requirements decisions, etc. 
EXAMPLE CASE 

The example we have selected for our case study is a discussion post on Reddit1 forum 
about Google Maps, encircled with red color, as shown in Figure. 1. Reddit is a social web 
forum where registered users, referred to as Redditors, can express their agreement or 
disagreement with up-votes and down-votes. Every day, millions of people worldwide have 
different demographics and skills posts, likes, and comments. The Reddit community is 
broken down into smaller communities referred to as subreddits, where each subreddit 
represents a different general topic, e.g., “Games,” and is managed by the moderators. 
Redditors can subscribe to various subreddits so that their contents are displayed on the 
home page of Redditors. Redditors can submit a post in the form of a story, link, or video 
while selecting one of the subreddits they subscribed to the Reddit user forum. Posts with a 
high value of up-votes appear at the top in subreddits. Redditors earn “karma” for 
submitting either a post or make comments on any post. 

 
 
 
 
 
 

 

1https://www.reddit.com/ Access on 25-5-2021 

https://www.reddit.com/
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Figure 1. Example under consideration of Google map mobile app. 

Also, Reddit users may get “Reddit gold” if other users like or value his post or  
comment. Posts on the Reddit forum are displayed in hierarchical order. The most common 
features of the Google Map mobile application are, explore locations, street view, turn-by- 
turn view, public transits, finding parking lots. In the example, different crowd-users 
(contributors) discuss the change made to the Google Map mobile application in its layout 
by replacing the driving and transit button with the commute button in the bottom tab of  
the application. 

In total, 53 Redditors joined the crowd-user discussion in the user forum. They 
contributed 72 posts in the end-user forum against the main discussion topic, encircled with 
the blue color, as shown in Figure 1. For the crowd-user discussion topic, we consider only 
54 end-user comments as relevant to the requirements engineering domain during the 
manual analysis using the content analysis approach [43], while the remaining 18 comments 
were either classified as irrelevant or deleted by the administrator or the crowd-users itself. 
Therefore, we need to ignore its corresponding replies to preserve the natural flow of user 
comments. 
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Figure 2. Typical comment structure on online user forum. 

Figure. 2 shows an end-user conversation except between different crowd-users that 
discusses a Google Map design issue. A crowd-user named “AnxiousSun” submits an 
attacking argument in response to the main discussion topic, encircled with red color. 
Similarly, Baspeysp registered a supporting claim in response to the “AnxiousSun” attacking 
claim, encircled with a yellow color, followed by other crowd-users arguments, classified as 
alternative options to the Google Map mobile application. We use it as a running example to 
illustrate the analysis process we propose. 
ARGUMENTATION FOR REQUIREMENTS DECISIONS USING GOAL 

MODELING APPROACH 
In this paper, we proposed an approach that extracts requirements-related arguments from 

user forum discussions and use them to support requirements decisions by using the 
semantics of existing goal-modeling tools. The proposed research approach includes the 
following steps: (1) We use a goal-oriented modeling technique to organize the discussion 
process between the crowd-users. (2) Next, we manually identify the key requirements 
decision arguments by using the content analysis approach [44], which is modeled as the root 
node of the goal model to identify whether it is conflict-free or not (3) Major requirements- 
related arguments of crowd-users are categorized according to its nature: alternative 
operationalization, facts/belief/justification, emotional label, issue/challenge, each of them is 
elaborated in Table. 1 (4) According to the different nature of the arguments, we suggest 
different continuing argumentation processes as requirements elicitation or evaluation 
processes to follow. For example, the potential of argumentation as a tool for convincing and 
persuading others, understanding a topic collaboratively, and finding an agreed solution that 
can be adopted for the purpose of requirements. In particular, computational argumentation 
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theory [45] supports decision-making based on the rationale to reach a goal by resolving the 
conflicts, by identifying attacking and supporting arguments [45]. Furthermore, the crowd- 
users comments in the user’s forums are lengthy as compared to the app store [46] and 
Twitter [46], which often contain rationale information that can be worthy for making 
requirements decisions based on argumentation [47]. We identified the original user 
discussion in the user forum and extracted information relevant to requirements. We parse 
them manually using the content analysis approach [48] and go through the steps mentioned 
above to explore the feasibility of the proposed method. 
Identifying the decision topic as a Root Node 

When there is a software design or requirements decision to make, one often initiates 
a new discussion topic in the forum discussion. In our case, it is “Adding a commute Tab in  
Google Map interface,” for which we would like to collect the arguments of crowd-users 
from the user forum, which are registered by them in response to the main discussion topic, 
as depicted in Figure 2. The decision point is the root goal, as shown in Figure 3, for which 
end-users propose multiple design alternatives, issues, and supporting and attacking 
arguments to reach that root goal. The root node is encircled with red color in Figure 3. 

 
 
 

 

Figure 3. Identifying Discussion Topic as the Root Goal constructed in Goal Mode 
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Type of Arguments as Goal 
We represented requirements in our model with the NFR framework2 graphical 

elements. Some examples from the proposed approach and icon used from the NFR goal  
model are shown in Table 1. While conducting a detailed analysis about the topic under 
discussion, we follow the flow of the crowd-users discussion in the user forum. In the 
Reddit forum, user comments are displayed in a hierarchical structure, as shown in Figure 2. 
Where each comment constitutes a relation toward another comment. Based on which we 
can derive a goal model shown in Figure 3. We can see that crowd-users’ discussion contains 
information relevant to requirements decisions and can be modeled as an argumentation 
structure. Identified requirements-related artifacts from the crowd-users conversation in the 
user forum are discussed below. 

In general, arguments are made of a claim and with its associated evidence. In social 
media forums, end users’ claims could be categorized into different types: a software feature, 
a crowd-user preference on the software interface design, or crowd-user feedback about 
their experience with the system, depending on the topic under discussion. Relation type is 
either attacking, supporting, issue, and suggestion or alternative. Relation type helps in 
requirements decision-making and identifying conflict-free requirements/features. 
Arguments that suggests alternatives or Features: Users could suggest multiple 
alternatives concerning the topic under discussion. Each of the proposed alternatives is 
considered an operationalization of a problem represented by a soft goal of the NFR 
framework, as depicted in Table 1. For example, a user desires that “a commute button should be 

changed automatically based on whether you selected public transport to travel or you are driving by yourself, 

like Google have their other app Google Assistant” is an alternative of “Adding a commute Tab in 

Google map interface”, which are both serving a higher level softgoal of “Better User 

Experience for Google Map”. While the symbol Suggests>is used to represent the alternative 

or feature relationship between the requirements arguments, as shown in Table. 1. 

Arguments that providing facts or evidence: Crowd-users could provide evidence that is 
either supporting or attacking the goal or sub-goal. Such information is an essential reference 
for requirements-related decision-making. By identifying the key arguments from the crowd- 
user conversations in the user forum, we can find users' concerns and preferences [49]. We 

represented such arguments in our model by using the modeling concept of "Claim" in the 
NFR framework and the "supporting" and "attacking" relation between arguments are 
represented by "Make" and "Break" contribution links that are used to either support or 
weaken a relationship between two arguments in the NFR framework. For example, a 
crowd-user attack on the former argument is depicted in "Row 2" of Table. 1, as "google can 

only afford two tabs also, google assistant is a different team app." This argument is further 
supported by other arguments developed during the ongoing crowd-user discussion in the 
user forum. To represent the attacking and supporting relationships in the NFR goal model 

constructed from the crowd-user comments in the user forum, we use Supports>, and 

Attacks> symbols. 
 

2http://istar.rwth-aachen.de/tiki-index.php 

http://istar.rwth-aachen.de/tiki-index.php
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Table 1. Types of arguments identifi ed from user foru m 

 

 Argumentatio 
n types 

Examples from Reddit forum 
Graphical 
Icon 

Associated Link 
 

  
Alternative as 
an NFR 
Operationalisat 

ion 

‘Can’t they just rename the tab 

dynamically based on whether you 
selected drive or public transport in 
the “how you get to work?” 
question they asked you? This is 
how Google Assistant handles 
things.’ 

 

 

 

Suggests
>,

 

goal refinements 

with contribution, 
or correlation 
links 

 

  
Fact, Belief, 
Justification as 
an NFR Claim 

“Google app can afford two tabs 

and google assistant is a different 
team product, it’s impossible for 
Google to have a good integration 
across all products.” 

 

 

Supports
>,

 

Attacks
>

 

goal refinements 

with contribution 
links 

 

 
Emotional 

Label as an 
NFR Label 

“Like it, Happy with 4 Tabs, 

Perfect solution.” 

 

 

, , 

, 

goal labels 

 

  

Issue, 
Challenge as 
an NFR 
Softgoal 

“Using both (drive and transit) but 
annoying, don’t want to fiddle with 
setting. I walk also, what happen to 

that? Why tabs in first place? It has 
a cycle option?” 

 
 

 

Questions
>

 

goal refinements 
with contribution, 
or correlation 
links 

 

Arguments that expresses emotional attitude: End-users express their emotional attitude 
in social forums towards software functionalities/features under discussion. Their votes are 
either positive or negative. Votes against software features should be considered important 
indicators for whether end-users are satisfied with a given/intended functionality or whether 

they provide alternative solutions as suggestions to relieve their grudges. Examples of 
emotional attitude along with desired modeling symbol are shown in Row no. 3 of Table 1. 
Emotional attitudes are modeled as a label to a given NFR node; positive ones are labeled 
with “Satisfied” ( ), while negative ones are labeled with “Denied” ( ). When both 
positive and negative comments exist, we could evaluate them qualitatively as “weakly  

satisfied” ( ) or “weakly denied” ( ). These are built-in NFR semantics used to identify 
whether the root node (requirement) is conflict-free or not based on their supporting and 
attacking arguments or emotions. 
Arguments that imposing questions or challenges: While doing a detailed and 
comprehensive analysis of user comments in the user forum using the content analysis 

approach, it was observed that users may ask questions or pose challenges in response to 
certain software features or the root node. In response to their question, other crowd-users 
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may enquire clarification questions or challenge the validity of certain claims. Such 

arguments are either pending for decisions or lead to a new round of requirements 
elicitation. Such question helps requirement engineers in clarifying the requirements. A few 

examples are shown in Table 1, in which a crowd-user asks a question against the root goal 
“Why tabs in the first place?” and a question “It has a cycle option?”. Furthermore, in response to 

these questions, other crowd-users submit suggestions or alternatives, which are further 
discussed by other end-users in the user forum. For example, in Figure 6, following up the 
question being asked, requirement engineers can further refine the goal model and get useful 
information about the feature or issue, its alternatives, advantages, and limitations to refine 

the requirements and help software engineers to implement in smoothly. 
ARGUMENTATION INTEGRATED WITH MODEL EVALUATION 

In requirements engineering, especially in evaluating goal models, both qualitative and 

quantitative evaluation approaches are proposed, e.g., the label propagation algorithm in the 
NFR framework and the formal reasoning approaches goal models. To reach the final 
requirements decision, we need to handle various decision-making situations as depicted in 
the following meta-patterns. 

(a) Goal satisfaction as Winning Arguments 
When a goal receives supporting evidence, sentiments, or comments, it is a winning 

argument, as shown in Figure 4. Three end-users support the root goal by expressing their 
positive feelings, i-e, “like it,” “good, keep it simple,” and “I like it with one tab less.” 

Therefore, such evidence results in the satisfaction of the root goal, a winning argument. 
There are other cases in the user forum where the support of an argument is the 
justification/explanation for the claims rather than a simple expression of “like” or “dislike.” 
But even with “like” and “dislike,” we can already capture user preferences. By applying the 
existing NFR semantics, it is identified that the root node is identified as conflict-free and is 

therefore referred to as a winning argument or requirements. 
 
 

 
Figure 4. Goal satisfaction as winning arguments 

(b) Goal Denial by Counter Arguments 
When a goal or sub-goal is attacked by counteracting evidence, sentiments, or crowd- 

user comments, it is a losing argument or requirement. In Figure 5, two examples of the root 
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node being attacked by sub-arguments in the ongoing crowd-users discussion in the user 
forum. In the first example, a user commented, “where there are driving directions, there is no need 

for commute if work at home” attacks the root node, which results in the denial of the root node 

by the definition of abstract argumentation and NFR goal model semantics. In the second 
example, the end-user claims that “Maps are too bloated, explore tab should be another app.”, which 

is supported by another claim, “Way too bloated, use to locate only, have a better app about location,” 

which again results in the denial of the root node by the definition of abstract argumentation 
and NFR goal model semantics. With the supports and attacks relations, we can adopt the 
formalisms from the abstract argumentation, where we identify the set of requirements that 
are conflict-free, complete, grounded, or stable. 

 

(a) (b) 

Figure 5. Goal denial by counter arguments 
In this case, the arguments “where there are driving directions, there is no need for commute if 

work at home”, “Maps are too bloated, explore tab should be another app”, and “Way to bloated, use to 

locate only, have better app about location” are identified as conflict-free requirements or 

arguments. There is also the extension mechanisms where rebut denotes a disagreement 
with the claim, whereas an undercut denotes adisagreement with the support, i.e., an 
explanation or justification. 
(c) Goal satisfaction as Winning Arguments 

In the end-user forum, there are cases where crowd-users raise certain questions or 
challenges in response to the main discussion topic, which needs further elaboration or 
clarification, against which other crowd-users register comments in the ongoing discussion. 
One such example is explained in Figure 6, where a crowd-User1 raised a question, “How 

practical for those who don’t drive or don’t take public transits?” against the main discussion topic 

“Adding a commute tab in the google map interface.” Against which another crowd-User2 registered 

a comment “commute setting will allow you to enable/disable different travel methods…” which 

supports the aforementioned argument. Next, in response to that comment, a Crowd-User3 
submits an argument, “I don’t want to do enable/disable all the time, I want to pick….”, which 

shows a possible new feature for the requirements engineer and an attacking argument at the 
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same time. Next, Crowd-User4 objects to the above comment that “Random direction for 

reaching any place are still available for searching”, a claim based on his experience using the 

Google map mobile app. 

 
Figure 6. Goal refinement by arguments imposing questions and challenges (parital) 

Similarly, a Crowd-User5 supports the previous comment by expressing his positive 
emotion, while a Crowd-User7 attacks it by claiming that “there is nothing to do with the explore 

button on the tab, they only want to push me for that.” Finally, a Crowd-User6 submitted a comment 

in response that “although it’s annoying to use both, it works perfectly for me.” The symbol 

represents conflicting output for a certain requirements-related argument, while the symbol 
   represents undecided results for a crowd-user comment in the discussion topic on the 

user forum. It can be concluded from Figure 6 that the root node “Adding a commute tab in 

google map interface” is classified as a conflicting design requirement for the Google Map 

mobile application, which is due to the certain crowd-users arguments that are labeled as 
“undecided” during the evaluation of the root node using existing NFR goal model 
semantics. However, requirements engineers can model such dialogical argumentation and 
trace the arguments in requirements decision-making by weighing their corresponding 
supporting and attacking arguments, which leads to a final decision about the given design 
question. In this case, based on their supporting and attacking arguments, the main 
discussion topic is identified as conflicting and needs to be ignored. 

(d) Goal evaluation by clustering and aggregation of crowd opinions 
The overall NFR goal diagram of the ongoing discussion between the crowd-users in 

the user forum about the Google Map mobile application is depicted in Figure 7. In total, 
63/72 crowd-comments were manually collected, among which 54 end-users comments 
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were recognized as relevant, nine were irrelevant and ignored using the content analysis 

approach [9], while the remaining nine end-users comments were either deleted by the 
forum administrator due to the violation of term and conditions or deleted by the end-user 

because of that we need to delete their corresponding sub-arguments to preserve the original 
structure of the discussion topic in the forum. Furthermore, 48 unique crowd-users took 
part in the discussion topic; one user commented five times, four users commented three 
times, and four users commented twice about the Google Maps mobile app. After the 
detailed review and analysis of the flow of discussion using the content analysis approach 

[41], 19 end-users claims were identified that are classified as either supporting or attacking, 
24 operationalization/suggestions/ features/alternatives were identified, and seven questions 
or challenges were raised out of which the end-users further discussed three questions while 
four questions were left unanswered. Six emotional attitudes are classified again into 
supporting or attacking opinions. 

Finally, we aggregate the annotated crowd-user comments from the online user 
discussion in the user forum to construct the argumentation-based goal model and reach a 
conclusion based on their supporting and attacking arguments by applying the existing 
semantics of the NFR goal model, as shown in Figure 7. the crowd-users register 16 sub- 
arguments in response to the root node that is represented with the identified relationship 

(suggestion, supporting, attacking, or question), out of which ten user comments are 
concluded and referred as winning arguments with ( ) symbol, as shown in Fig. 8. The 
conclusion of the root node is derived by evaluating the aggregated evidence of their 
supporting and attacking arguments in the ongoing user discussion in the Reddit user forum. 
Using the existing semantics of the NFR goal model, the root node “Adding a commute tab in 

Google Map interface” is identified as conflicting, having the symbol based on their 

supporting and attacking arguments. Therefore, it is concluded that current goal modeling 

approaches cannot identify the conflicting viewpoints in the user conversations over the 
social media platform. It is necessary to develop an argumentation-based goal modeling 
approach to identify conflict-free arguments using extended abstract argumentation 
semantics. Further, as shown in Figure. 7, three major crowd-users arguments deny the 
proposed change in the Google map interface. Also, certain crowd-users provide suggestions 

in response to the main discussion topic that is considered alternative solutions and leaves it 
pending further decision. Questions are being raised in the user conversations, which are yet 
to be answered. These are undecided routes in the goal model which need further elicitation; 
hence these are not considered in a decisive situation. Some end-users expressed their likes 
to the root node. 
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Figure 7. Requirements decision by aggregation of crowd opinions 
To conclude, in total, we identified eight attacking arguments that are registered against 

the main discussion topic in the goal model, getting four supporting arguments or 
sentiments from the crowd-users in the forum. In contrast, three crowd-users comments 

were undecided, and one route was neutral. This information provides important insights for 
requirements engineers in the forthcoming requirements decision-making. It explicitly shows 
crowd-user arguments, resolves the ambiguities, and identifies potential important 
requirements/features. However, we will require argumentation-based modeling tools to 
efficiently identify the conflicting arguments or requirements in the social media platform 

that would help requirements engineers decide emerging new features or exiting hot issues in 
the ongoing user conversations. 
DISCUSSION 

This paper reports the initial results of adopting arguments to crowd-generated 

requirements information from the end-user forum. The proposed approach is feasible for 
such application scenarios, where eliciting and modeled arguments align with goal-oriented 
requirements models, such as the NFR framework. Requirements-related decision-making is 
supported by the underlying formalisms offered by the computational argumentation 
framework, where arguments and counter-arguments are recognized and traded-off. 

However, we will require argumentation-based modeling tools to efficiently identify the 
conflicting arguments or requirements in the social media platform that would help 
requirements engineers decide emerging new features or exiting hot issues in the ongoing 
user conversations as current goal modeling tools lack in identifying conflict-free arguments 
using the existing semantics. In our proposed approach, Where argumentation provides a 
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natural and important tool to formalize requirements engineering process and artifacts,  

especially for handling inconsistent and incomplete requirements information and capturing 
dialogical requirements elicitation. When such argumentative abilities are explicitly modeled, 

requirements decisions are made traceable, rationalized, and verifiable. 
Authenticity of the study: Crowd Requirements engineering (CrowdRE) is an emerging 
field used to elicit, validate, model, prioritize, and negotiate software requirements for 
market-driven software applications. The main source of collecting requirements-related 
information for market-driven applications is social media platforms. Whereas, in the online 

software applications distribution platforms such as google play store, Apple’s play store ,  
Amazon software application store, or other mobile applications stores, end-users easily 
search, install, and give feedback’s or comments on software applications. According to a  
research study, nearly over 3 million software applications are available in the Google Play 
and App store, as of June 2020, with over 75 billion software application downloads per 

month. This software applications distribution is not limited to mobile applications anymore. 
Other software types such as desktop applications, software plugins, and other open-source 
software are now available via app stores. For example, the Eclipse Marketplace for the 
Eclipse Development Environment has approximately 25 million active Bundles, plugins, 
and different products available. Also, specialized crowd-users feedback platforms based on 

the principle of crowdsourcing, where crowd-users can suggest, comment, and vote on the 
possible idea proposed by the other crowd-users, are getting immense popularity; one such 
platform is UserVoice. Considering such a large amount of pivotal information for 
requirements engineers and software developers, we take a step to the model end-user 
conversation in the social media platform with the existing goal of modeling software to 

recover conflicting requirements-related information. The novelty of the proposed work is 
utilizing the existing NFR goal modeling tool and its semantics to recover conflicting 
requirements information, according to our knowledge, which has been demonstrated with 
the Google Maps mobile application case study. 
Applicability of the proposed Approach: The proposed approach is an experimental study 

on utilizing the existing NFR goal modeling tool and its semantics to identify conflicting 
requirements-related information. The proposed approach can be utilized as the first step in 
modeling crowd requirements to identify conflicting, incomplete, unclear, and ambiguous 
requirements information. Also, the proposed approach encourages to development of an 
automated requirements validation and modeling approach to efficiently model crowd 

requirements. For this purpose, we can adopt natural language processing, machine learning 
classifiers, and argumentation theory to automate the process. Additionally, the modified 
proposed approach can automatically identify conflict-free new features, design alternatives, 
issues, and their winning arguments by using abstract argumentation theory from the user 
conversation in the user forums underneath rationale. It will help requirements engineers 

decide conflict-free emergent requirements or hot issues faced by end-users underneath 
rationale. The process will reveal the end-users tactic knowledge and make the decision- 
making process transparent by capturing the rationale and documenting the requirements. 
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Furthermore, we elaborated earlier that the proposed approach concluded that existing NFR 

goal modeling tools are limited in modeling and identifying conflict-free requirements- 
related information in the social media platforms based on experimental study. Hence, we 

can grab this opportunity to develop and market the CrowdRE modeling tool to identify 
conflict-free emergent requirements or hot issues faced by end-users underneath rationale in 
the social media platforms. 
CONCLUSION AND FUTURE WORK 

This paper analyzed and evaluated the interaction between the crowd-users about the 

Google Map mobile application in the Reddit forum to recover conflicting requirements- 
related information using the goal modeling approach. For this purpose, we first extracted 
critical arguments from a crowd-users conversation in user forums regarding a given design 
decision, a new feature proposed, or an issue identified. Secondly, we build a graphical 
argumentation model using the extracted arguments from the end-user discussion. Next, we 

aligned the extracted arguments with goal-oriented modeling constructs in the non- 
functional requirements framework. Finally, we utilized the exiting goal-model analysis and 
semantics to the requirements argumentation model to reach a consensus-based on 
argumentation theory and reasoning. Additionally, we demonstrate the proposed approach 
with a crowd-users conversation on Google Map interface design from the Reddit user 

forum. The current argumentation modeling case study is based on historical data, which is 
after the fact. In the future, if we can embed the argumentation analysis during an ongoing 
discussion and use it to direct the requirements process on the run, the interests of 
requirements decision-makers can be better served, as more valuable and timely 
recommendations can be provided. In the future, the scalability of the proposed method 

needs to be studied, and the prospective automated tool chain is to be implemented to 
address the needs of significant complex engineering problems. 
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inger vein recognition technology is a novel biometric technology with multiple features 
such as live capture, stability, difficulty in stealing and imitating, and more in the field 
of information security that has been utilized in a wide range of applications. In this 

proposed method, the finger region is separated from the background using a Sobel Edge 
detector and a Poly ROI which helps shape the finger. The background separation 
enhancement of low contrast using dual contrast limited adaptive histogram equalization 
which works on the visual characteristics of the finger-vein image dataset. When dual CLAHE 
is applied, the finger-vein histogram intensity is separated all across the image. Following the 
implementation of DCLAHE, an enhanced 2D-CNN model is utilized to recognize objects 
with the updated dataset. By maximizing the values of a preprocessed dataset, the 2D CNN 
model learns features. This model has a 94.88% accuracy rate. 
Keywords: biometric; contrast limited adaptive histogram equalization; Sobel edge detector; 
poly region of interest and two dimensional convolution neural network. 

INTRODUCTION 
Personal identification is currently achieved using biometric technology used in a 

variety of security applications such as mobile phones, computer access, border crossing,  
banks, and ATMs. Fingerprint, iris, face, voice, and finger-vein recognition are some of the 
methods used (FV) [1, 2]. Because the vein patterns beneath the skin differ, the finger-vein 
recognition system has gotten a lot more attention in recent years. As a result, finger-vein 
recognition suggests a safe and practical technique for human biometric classification [3]. 
Traditional methods for recognizing finger veins rely on extracting lines from the input image 
or amplification and feature extraction [4]. Near-infrared (NIR) light is used to capture vein 
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images on the finger, and a charged coupled device (CCD) camera is used to record vein 
images beneath the finger [5]. Because the dataset needed to be normalized for the 
preprocessing step, the bitmap image was turned into a grayscale dataset with a single 
dimension for preprocessing and 2D CNN implementation [15]. When NIR penetrates the 
dorsal side of the finger and a CCD camera penetrates the palmar side, the region of the finger 
vein appears darker [6]. 

Finger vein datasets can be found in a variety of formats. The proposed approach for 
finger vein recognition was evaluated using the SDUMLA-HMT database [7]. Other finger 
vein datasets include HKPU-FV [8], UTFV [9], MMCBNU 6000 [10], THU-FV [11], and 
others. Local binary pattern (LBP) [12], Gabor filters (GF) [13], local derivative pattern (LDP) 
[12], and other techniques have been utilized to recover finger-vein images from the backdrop. 
Because these techniques have a weakness in similar settings such as translation and rotation 
during the capture of finger vein images, the deep learning technique known as convolutional 
neural network (CNN) is used for the classification of finger vein images. CNN/ConvNet is 
a deep learning algorithm that is faster than standard techniques [14]. 

Our suggested technique starts with a preprocessed Dual CLAHE [7] image dataset 
and feeds these preprocessed finger-vein images into a two-dimensional CNN model. Before 
classifying finger veins and applying enhancement techniques, our model uses a Sobel edge 
detector and a polygonal region of interest (ROI) to extract the background of the finger 
region [15]. As a result, we employ our image for histogram equalization follow extraction, 
which improves the image dataset. A histogram is a graphic representation of the distribution 
of greyscale values of pixels in a greyscale image [16]. The histogram’s equalization distributes  
grey values uniformly throughout the image. Dual contrast limited adaptive histogram 
equalization (CLAHE) is used twice in the suggested technique to boost grey values in a finger 
vein image. Based on the folder names, the processed dual CLAHE finger vein images are 
classified. These pictures are then organized and utilized in the suggested 2D CNN model. In 
contrast to prior methods for extracting finger veins from picture datasets, 2D CNN 
algorithms can detect finger veins on a large scale of the dataset by learning features and 
recognizing them without removing background characteristics. According to the findings, 2D 
CNN is capable of locating finger veins with a high degree of accuracy. 

The paper is organized as follows. The related study on finger-vein detecting technology is 
described in Section 2. Section 3 explains the finger-vein background extraction, Dual CLAHE, 
and 2D CNN architecture. The model's result and explanation are shown in section 4, and the 
conclusion is presented in section 5. 

RELATED WORK 
According to prior studies [1, 4], preprocessing and feature deduction approaches are 

commonly used in the detection of finger veins. The Gabor Filters have variable forms and 
directions to locate the finger-vein pattern [17]. The researcher utilized the local binary pattern 
(LBP) [18] and local derivative pattern (LDP) techniques to extract finger-vein patterns in [12]. 
The Gabor filter is used to match the SIFT features of vein patterns in the finger-vein 
classification [19, 20]. The principal component analysis (PCA) technique is used to create 
different traits [21]. Finger-vein feature extraction using sparse representation, the maximum 
curvature approach, HOG, and SVM are some of the documented strategies [23]. 
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The algorithms for recognizing finger veins described above are standard. To improve the 
performance of finger-vein recognition, the researcher uses deep learning CNN-based 
algorithms instead of standard approaches [1]. In [24], the author developed a CNN technique 
for finger recognition that combines a reduced-complexity four-layer with fused convolutional- 
subsampling. In [24] suggested a CNN approach that consists of seven layers, five of which are 
convolutional layers and two of which are fully connected layers. The challenge of irregular size 
for features is acceptable resolved with a PCA-based dimensionality reduction strategy in the 
[26] paper, which employs a method that uses a multimodal finger fusion based on CNN. These 
procedures, on the other hand, are either more difficult or incapable of delivering the required 
results. On the other extreme, these treatments are either more complex or incapable of 
producing the desired effects. 

THE PROPOSED METHOD 

Overview. In this study, finger-vein recognition is broken down into six steps, as shown in 
the flow diagram in Figure 1. The SDUMLA-HMT picture database [7], which is a free 
collection of finger-vein images, is used to read the first photos. As observed in Figure 2(a) 
and Figure 2(b), the finger-vein images in the dataset are standardized, which is normalized in 
the second phase, which changes the image dataset into greyscale images of size, as seen in 
Figure 2(a) and Figure 2(b). The third step is to extract our backdrop from the finger-vein 
pictures dataset (see Figure 2(c)). The Sobel edge detector and polygonal ROI are used to 
obtain the finger region. The finger-vein picture dataset is first run through the dual CLAHE, 
which produces dark vein ridges, before being fed into the 2D CNN deep learning model. The 
architecture of the 2D CNN with twenty layers, as shown in Figure 9, is shown below. 

 

Figure 1. The proposed method's flow diagram. 

Sobel Edge Detector and Poly ROI. 
At the points where the gradient is the highest, it appears ahead of the edges. By 

performing a 2-D spatial gradient quantity on a picture, the Sobel method accentuates regions 
of high spatial frequency that correlate to edges. It only takes the finger boundary of the finger- 
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vein image [31]. So after the Sobel edge detector detects some areas of the finger and detects 
some of the backgrounds at the corner of the image, it cannot discriminate the finger region, 
so for this, it uses polygonal ROI to shape the finger part. Polygonal ROI creates a binary 
mask for the finger region to subtract the finger from the background portion and take the 
finger to detect finger-vein edges [32]. Figure 2(c) illustrates the result of separating the finger 
region from the background part. 
Dual CLAHE. Considering that the contrast of the dataset's finger-vein images is too low, 
the finger-vein cannot be distinguished from the background or skin region, we utilized a dual 
CLAHE enhancement technique [7], in which it is applied twice to the finger-vein image. The 
finger-vein image is cropped and reduced using this technique from the black region, which is 
the background portion of the original image that has been removed. We used dual CLAHE 
to enhance the vein region twice after cropping the finger-vein image, as shown in Figure 3. 
CLAHE is a modified form of Adaptive Histogram Equalization (AHE) that works on small 
parts of the contextual region [28] in the finger-vein picture known as tiles 22 on both CLAHE 
and AHE. CLAHE with the same exponential distribution [7], [27], with clipping limits of 
0.03 on the first and 0.04 on the second. 

𝑁𝑎𝑣𝑔 = 
𝑁𝑟𝑋×𝑁𝑟𝑌 

𝑁𝑔𝑟𝑎𝑦 
(1) 

The average number of pixels is represented by 𝑁𝑎𝑣𝑔, the number of gray-scale pixels 

is represented by 𝑁𝑔𝑟𝑎𝑦, and pixel amounts in the 𝑋 and 𝑌 directions are represented by 𝑁𝑟𝑋 

and 𝑁𝑟𝑌, respectively, as indicated in Eq. (1). 

The CL (clipped limit) is a value that is limited to a specific threshold where grayscale is darker 
and is considered finger-vein as follows: 

𝑁𝐶𝐿 = 𝑁𝑐𝑙𝑖𝑝 × 𝑁𝑎𝑣𝑔 (2) 

Navggray = 
𝑁Σclip

 

𝑁𝑔𝑟𝑎𝑦 
(3) 

Within the range of the [0 1] array, the actual CL is 𝑁𝑐𝑙𝑖𝑝, where the real CL is 𝑁𝐶𝐿. 

Only when it exceeds the pixel number 𝑁𝐶𝐿 is it clipped. 𝑁Σclip is the total number of pixels 

clipped, and the remaining average grey-level pixels are distributed as in Eq. (3) [7], [27]. 
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(a) 

 
(b) 

 
(c) 

Figure 2. (a) Original Finger Vein 240×320×3, (b) Normalized Image 120×160×1, (c) 
Finger Region Extraction using Sobel edge detector and polygonal ROI. 
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Figure 3. Dual CLAHE implementation. 

2D CNN Network Architecture. The image input layer has a size of pixels, and there are 
four 2D convolutional layers, four batch normalization layers, and four rectified linear units 
(ReLU) with three max-pooling layers, two fully connected layers, one softmax layer, and a 
classification output layer. Learning characteristics from finger veins is 94.38% accurate. 
The convolutional layer concatenates different sizes of filters on the finger-vein image dataset 
to learn features of the finger-vein image for the image recognition system, as demonstrated 
in Figure 4 which shows the initial convolutional layers. The first convolutional layer employs 
five filters and [2 2 2 2] padding to maintain the image size by adding two zeros to the top, 
bottom, left, and right of the finger-vein image matrix. Ten, twenty, and thirty filters of various 
sizes are used in the convolutional layers, as shown in Figure 9. 

 

𝑁 
𝑐=1 𝓌c ∗ 𝓍𝑐 + 𝑏 (4) 

 

 
Figure 4. First Convolution Output Layer. 

𝜔𝑐 is the weight array of a 2D filter in the 𝑐𝑡ℎ input channel, 𝑥𝑐 is the 2D input of the 𝑐𝑡ℎ 
channel filter, and b is the bias of a filter in the above Eq. (4). As seen in Figure 5, batch 
normalization substitutes this bias with a 𝛽−shift factor. The sizes of channels may fluctuate 
with the bias factor after convolving the finger-vein input images with different filters, hence 
batch normalization normalizes the channels for ReLU activation [28]. 

 

Figure 5. Batch Normalization Layer Output Channels. 

𝑦 = ∑ 
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The ReLU layer, as shown in Figure 6 [5], is an activation function that increases 
nonlinearity after batch normalization. ReLU employs the maximum pixel value in this model. 
Pixels less than zero are referred to as 0, whereas pixels larger than zero are referred to as y. 
Non-linear functions such as tanh and sigmoid were previously employed. Eq. (5) [1], [5] 
shows how the researcher determines the ReLU: 

𝑓(𝑦) = max(0, 𝑦) (5) 
 

Figure 6. ReLU Layer Output Channels. 
 

Figure 7. Graph of ReLU Layer. 

The max-pooling layer with a filter matrix will take the maximum values, taking only the 
maximum number of channel values. The stride of the max-pooling layer is [2 2] with padding. 
The maximum pooling output is shown in Figure 7. 

We apply this function of the fully connected layer two times 𝑡 = 𝑓𝑐(𝑥, 𝜔, 𝑏), where 𝑥 

represents the input of this layer, w represents the weight matrix, b represents the bias, and t 
represents the output [29], which is as described in Eq. (6): 

𝑡𝑖𝘍 = ∑𝑖 𝑤𝑖𝑖𝘍 𝑥𝑖 + 𝑏𝑖 (6) 

For each image location used to classify pixels into one of the initial labels where the 
linked object classes belong, the second final layer of 2D CNN generates a probability 



International Journal of Innovations in Science & Technology 

Dec 2021 | Vol 3| Special Issue Page | 40 

 

 

distribution. For multi-elegance category issues, the category output layer employs the pass- 
entropy lack of reciprocally absolute instruction [30]. 

 

Figure 8. Layer Output Channels of Max-pooling. 

 
Figure 9. Basic architecture of 2D CNN. 

RESULT 
The preprocessed dataset of the dual CLAHE finger-vein picture dataset is randomly 

divided into 80 percent training, 20 percent validation, and 20 percent test images, with four 
index, middle, and ring finger classes in each folder. These divided data are fed into an Adam 
optimizer-based train network, which optimizes the learned values from our CNN model and 
detects features in each image. In this version, we extract four preprocessed finger-vein 

pictures from each folder of the left and proper hands, labeling them with the names of the 
index, center, and ring palms. The training option employs an Adam optimizer with a 
maximum epoch of 80, with one epoch equaling one complete cycle and twelve iterations. The 
training progress report in Figure 10 shows that after 960 iterations, the validation accuracy 
for learning the dual CLAHE preprocessed image dataset with various classes is 94.88 %. 
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The Adam optimizer is used to train the 2D CNN model and update network weights. 
The epoch values, iteration, iteration per epoch, and validation frequency are shown in table 

(1) below. Figure 11 depicts a model loss in which the weight may be replenished and the loss 
reduced on subsequent review. The blue line in Figure 10 depicts the training (smoothed), 
which is less noisy. The light blue line represents training, which classifies individual mini- 
batches, while dotted or dashed lines indicate validation, which classifies the complete 

collection. In Figure 10, the blue line illustrates the training (smoothed), which is less noisy. 
The light blue line is the training that classifies individual mini-batches, and validation is 
represented by dotted or dashed lines that classify the entire set. The training loss on each 
mini-batch is shown in Figure 11 in light orange, the smoothed training loss in orange, and 
the validation loss in dotted or dashed lines. 

 

Figure 10. 2D CNN accuracy graph. 

 
Figure 11. 2D CNN loss graph. 

  Table 1. Table describing sample of IJIST…..  
 

# Parameter Values 

1 Validation accuracy 94.87% 

2 Epoch 80 

3 Iteration 960 

4 Iteration per epoch 12 
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5 Validation Frequency 30 iteration 

CONCLUSION 
In this research work, we used 2544 images to separate the finger region from the 

background using a Sobel edge detector and poly ROI, which shaped the acquired edges of  
the finger and created a binary mask to separate out the finger. The finger-vein dataset is 

enhanced using dual CLAHE and after enhancing the finger-vein images, these datasets are 
further utilized in 2D CNN where the model learns the features of every segmented finger- 
vein. The finger-vein images are divided into distinct classes of folders such as index, middle, 
and ring folders, with 2D CNN taking four images from each folder. Hence, our version 
became capable of examining the traits of every photo as well as distinguishing every 
photograph inside folders. The suggested model's accuracy is 94.88%. 
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he thyristor is a power electronics device that is widely used in various electrical 
appliances due to its lower on-conduction losses, easyavailability, lower 

switching loss, greater efficiency and cost-benefit. Mostly a thyristor is used in 
rectifiers and variable-speed drives. Almost 70% of loads used in the world consists of 
induction motors in various types and forms. In this work, a thyristor-based controller 
is used to control the speed of a single phase induction motor by adjusting the firing 
angle for the gate terminal of the thyristor. Depending upon the firing angle, the 
output voltage, output current, speed, power factor and the total harmonic distortion 

are varied which is analyzed through MATLAB/Simulink. Further curve fitting 
technique is used to formulate the mathematical relationships between varying 

parameters concerning thyristor’s firing angle. The findings of this work are helpful to 
achieve the best curve fit model for varying parameters concerningthe thyristor firing 
angle. 
Keywords: AC-AC Voltage controller, Firing angle control, Capacitor start induction 
motor, Speed, Power factor, Total Harmonic Distortion. 

Introduction 

Induction motors are used globally because of their simplicity, ruggedness and 
low cost, etc. Its applications varies from domestic scale i.e., refrigerators, washing 
machines, pumps, etc to the industrial scalei.e., electric vehicles, industrial robots, 
elevators and so on. 
To improve the efficiency and performance of induction motors, speed control of the 
induction motor is required purposely to satisfy the load demand rather than to run 
with a constant speed [1]. 

The construction of a single-phase induction motor can’t self-start due to the 
absence of revolving magnetic flux. Therefore, an additional winding also known as 
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the auxiliary winding is attached with the main winding to create an induction motor 
self-start. These two windings are displaced electrically at an angle of 90° and are 
attached in parallel arrangements across the main AC supply. The common types of  
single-phase induction motors are split-phase motors, Capacitor-start, Capacitor-start 
run motors, shaded pole motors, etc [2]. 

To manage the speed of the induction motor, a variety of methods are adopted 
such as changing the pole, adding rheostat in the stator, voltage control, 
voltage/frequency control, etc. Therefore, thespeed control of the induction motor is 
carried out by changing either the stator parameters such as the varying number of 
poles, supply voltage, supply frequency, etc, or rotor parameters such as varying 
external resistance attached with the rotor circuit, cascaded control, etc [3]. 
The conventional or traditional speed control methods experience various 
disadvantages including frequent maintenance, mechanical wear and tear, bulk and low 
efficiency. Consequently, the use of power electronic devices and controllers play a 
very important role in enhancing the mentioned disadvantages and also facilitate soft 
starting [4-7]. 

Depending upon the methodology, a range of techniques are applied for speed 
control. Recently a technique is used in the voltage control method for controlling the 
speed by connecting back to back anti-parallel thyristor pairs called AC voltage 
controllers with stator part of the induction motor. Different values of the thyristor’s  
firing angles generate different sequences of pulses that are applied to the gate of 
thyristors as shown in Figure1. 

 

Figure 1. Input voltage, Output voltage, Thyristors pulses waveforms 
By adjusting the value of the thyristor’s firing angle, the output voltage changes 

and that’s the reason behind thechange that occurs in speed since speed and voltage  
have a proportional relationship [8-9]. 

The benefits of using a thyristor-based controller include the smooth variation 
in the output voltage but the shape of the input sine wave is changed due to triggering 
of thyristor T1 and T2 and change of current due to inductive nature of load hence 
harmonics will be generated [10]. 

Due to switching in thyristors, harmonics will be generated. Harmonics are 
integral multiple frequencies containing a waveform which are added further with the 
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fundamental frequency. If the fundamental frequency of a waveform is f, then its 
integral multiples will be 2f, 3f, 4f, 5f and so on.These integral multiples are said to be 
the harmonic frequencies or harmonic orders. 

The study of the harmonics is necessary because they cause electromagnetic 
interference, poor power factors, heating and temperature rise of machines, decreasing 
lifetime duration and reducing the performance of the machine. Thus it is very 
important to identify dominant harmonic orders as well as total harmonic distortion 
(THD) in the system and to employ appropriate methods to mitigate the harmonic 
distortion [11-13]. 

Due to thyristor-based speed controller of single phase induction motor,this 
work not only enumerates the variation in other parameters but also establish the 
mathematical relationshipamong various parameters and thyristor’s firing angles. 
Material and Methods 

Simulation Modeling 

To show the effect of thyristor-based speed controller on various parameters of 
induction motor, a single phase capacitor start induction motor connected with the 
thyristor-based controller is modeled in MATLAB/Simulink as shown in Figure 2 
The parameters used in Simulink modeling as shown in Table 1. 

 

Figure 2. Simulink model of thyristor-based controller with capacitor-start induction 
motor 

Table 1. Parameters used in simulink Model 
Parametrs Values 

Input supply voltage(rms) 
Supply frequency 

220V 
50Hz 

Power Rating 0.25*746VA 
Thyristor’s firing angle 0-1400 
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Result and discussion. 

The Thyristor’s firing angle manages the voltage and hence the speed. The 
firing angle or the gate pulse for the gate terminal of anti-parallel thyristors were 
provided through pulse generator block in simulink which was like a simple pulse 
width modulation technique. Through triggering the thyristor T1 and thyristor T2, the 
output rms voltage was controlled. The pulsating sequence waveforms were given for 
00 and 700 thyristor’s firing angles as shown in Figure 3. and Figure 4. 

Figure 3. Gate pulses for T1& T2 at firing angle of 00 

 
Figure 4. Gate pulses for T1& T2 at firing angle of 700 

Similarly, gate pulses were generated for various thyristor’s firing angles. It is 
indicated in Figure 3. and Figure 4. that the sequence of gate pulses was moving in the 
right direction with increasing thyristor’s firing angles. These different pulses will chop 
or cut the sinusoidal supply voltages and this chopped form will be supplied to the 
statorcircuit. Hence by changing the thyristor’s firing angles increasingly give a falling  
speed.The results are shown below; Figure 5. and Figure 6. show the rotor speed at 
thyristor’s firing angle for 00 and 700. 
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Figure 5. Rotor speed at a firing angle of 00 

Figure 6. Rotor speed at a firing angle of 700 
It can be seen that the speed of the induction motor comes to its steady-state 

level when time (t) is 0.18 seconds as shown in Figure 5.It was observed that by 
increasing the thyristor’s firing angle,the time required to reach steady-state speed was 
also increased as shown in Figure 6. for the firing angle of 700. Figure 7. and Figure 8. 
show the output voltage and current waveforms at thyristor’s firing angle for 00 and 
700. 
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Figure 7. Output waveforms for voltage and current at a firing angle of 00 

Figure 8. Output waveforms for voltage and current at a firing angle of 700 
From the output current waveform, it is apparent from Figure 7 that at time t = 

0.1 seconds the auxiliary winding gets disconnected and the induction motor only runs 
with the main winding current. Figure 8. Shows that as the thyristor’s firing angle 
increases the waveform distortion in voltage and current waveform distortion also 
increases. When the thyristor’s firing angle increases the %THD increases while the  
rms output voltage decreases. 

The Fast Fourier Transform (FFT) of the output voltage and the output current 
are shown in Figure 9. and Figure 10. at a firing angle of 700.From the FFT analysis, 
the %THD in output voltage waveform was 19.45% and the %THD in output current 
waveform was 22.66%, while the 3rd, 5th and 7th harmonic orders were leading in 
nature. Hence the design of an appropriate filter was required to mitigate the leading 
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harmonic orders and to reduce the %THD within the international standards 
limit.Table.2 provides the information regarding variation in parameters such as rms 
output voltage, current, motor speed, power factor, %THD of output voltage and 
current for different thyristor’s firing angles. 

 
Figure 9. FFT analysis of output voltage at a firing angle of 700 

 
Figure 10. FFT analysis of output current at a firing angle of 700 
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 Table 2 . Result of var iations in var ious param eters by ch anging thyr istor’s firin g angle. 
 S.No Firing 

angle α 

(Degree) 

Output 
voltage 

(V) 

Output 
current 

(A) 

Motor 
speed 

Nm 
(RPM) 

Power 
factor 

Cosф 

THDv 

Output 

(%) 

THDi 

Output 

(%) 

 1 
2 
3 
4 
5 
6 
7 
8 

00 

200 
400 
600 
800 

1000 
1200 
1400 

219.9 
219.9 
219.9 
218.4 
160 

105.4 
63.01 
27.36 

7.102 
7.093 
7.169 
8.245 
14.87 
17.79 
10.98 
4.79 

1503 
1503 
1501 
1492 
1236 
706.5 
246.9 
47.11 

0.15 
0.16 
0.18 
0.46 
0.63 
0.58 
0.40 
0.22 

0.28 
0.25 
0.29 
3.22 
47.17 
84.92 

122.06 
189.95 

0.32 
0.25 
0.29 
4.69 
47.17 
84.92 
72.20 
100.01 

 

 

Mathematical Modeling 
It was observed from Table 2.that parameters such as output voltage, output current, 

speed, power factor, harmonic distortion vary by changing the thyristor’s firing angle. 
In this section, mathematical expressions of the lines that relate to the thyristor’s firing 
angle and different system parameters were derived using the curve fitting technique. 
The goodness of the fitted line of the equation was determined by a parameter called 
residual or error. Residual is the difference between fitted function and the given data 
which is collectively known as Sum of Square due to Error (SSE). The value residual 
square (R-Square) should be 0.9 or 1 while the value of SSE should be zero or less 
than zero for the best curve fit [14]. 
Output Voltage Variation 
The obtained output voltage value variations were graphically drawn for thyristor’s  
firing angles from 00 to 1400 as shown in Figure.11. Goodness of fit: SSE: 7.176e-021 
and R-square: 1 
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Figure 11. Firing angle Versus Output voltage 
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𝐎𝐮𝐭𝐩𝐮𝐭 𝐕𝐨𝐥𝐭𝐚𝐠𝐞 
= 0.00000000008451 α7 − 0.00000004284α6 
+ 0.000008561α5 − 0.0008492α4 + 0.04303α3 − 1.036α2 
+ 9.063α + 219.9 (1) 

Goodness of fit: SSE: 7.176e-021 and R-square: 1 
The significance of this method was that the output voltage can be calculated at any 
other thyristor’s firing angle. For example, if 𝛼 = 900 is taken, then by using equation 
1, the predicted value of output voltage becomes 123.83v. 
From the plotted curve, in Figure 11 it was observed that for 0°-60° range of firing 
angles, there was no drop in voltage, while voltage decreases rapidly after 700 of 
firingangle. After 1400 firing angle, there was a very low value of output voltage for 
which the speed is not feasible. 

Output Current Variation 
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Figure 12. Firing angle Versus Output current 
𝐎𝐮𝐭𝐩𝐮𝐭 𝐂𝐮𝐫𝐫𝐞𝐧𝐭 

= 0.0000000003314α6 − 0.0000001217α5 + 0.0000157α4 
− 0.0008587α3 + 0.02011α2 − 0.162α 
+ 7.089 (2) 

 

Goodness of fit: SSE: 0.4288 and R-square: 0.9969 
In Figure 12. the output current value is constant like an output voltage for 0°-60° 
range of firing angle, while its value was increased for 70°-100° range of firing angle. 
After 1000 of firing angle the output current decreases. 
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Speed Variation 
 

1600 

 

1400 

 

1200 

 

1000 

 

800 

 

600 

 

400 

 

200 

 

0 
0 20 40 60 80 100 120 140 160 180 

Firing Angle (Degree) 

Figure 13. Firing angle Versus Speed 

𝐒𝐩𝐞𝐞𝐝 = −0.0000000000601 α7 + 0.0000000189α6 − 0.000001137α5 
− 0.000157α4 + 0.01939α3 − 0.6714α2 + 7.054α 
+ 1503 (3) 

Goodness of fit: SSE: 2.959e-021 , R-square: 1 
The graph of speed versus thyristor’s firing angle was shown in Figure 13. This graph  
is similar to output voltage versus thyristor’s firing angle graph because the value of  
speed fully depends upon the controlled value of output voltage. It was observed that 
the speed decreases in the same manner as output voltage variations. 
Power factor Variation 
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𝐏𝐨𝐰𝐞𝐫 𝐅𝐚𝐜𝐭𝐨𝐫 
= −0.000001269α3 + 0.0001983α2 − 0.002595α 
+ 0.1358 (4) 

Goodness of fit: SSE: 0.02594, R-square: 0.9031 
In Figure 14 the relationship between the power factor and thyristor’s firing angle was 
graphically drawn. The value of the power factor increased for 0°-90° range of firing 
angle. While its value was again decreased after 90° of firing angle due to the power 
loss. 

THDV Variation 
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Figure 15. Firing angle Versus THDv 

𝐓𝐇𝐃𝐯 = −0.00000000006573α7 + 0.00000003322α6 − 0.0000066α5 
+ 0.0006495α4 − 0.03263α3 + 0.78α2 − 6.79 
+ 0.28 (5) 

THDi Variation 
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𝐓𝐇𝐃𝐢 = −0.0000000000176α7 + 0.00000001129α6 − 0.000002677α5 
+ 0.0002989α4 − 0.01629α3 + 0.4092α2 − 3.671α 
+ 0.32 (6) 

Goodness of fit: SSE: 2.323e-022 , R-square: 1 
The %THDvand %THDi variations concerning the thyristor’s firing angles were 

graphically shown in Figure 15 and Figure 16. It became clear that both %THDV and 
%THDi were increasing with thyristor’s firing angle. The mathematical equations 
obtained from 1 to 6 using the curve fitting techniques can be used to calculate the 
mentioned parameter variations at any other thyristor’s firing angle. 
Conclusion. 

The paper analyzed the effect on system parameters due to thyristor-based 
speed controller of a single phase induction motor by varying the thyrister’s firing  
angle. It is observed that the parameters such as output voltage, output current, speed, 
power factor, harmonic distortion varies by changing the thyristor’s firing angle. Also 
mathematical expressions of the lines that relate to the thyristor’s firing angle and  
different system parameters were derived using the curve fitting technique. The scope 
of this work is that prior to use this system, it is necessary to identify precise and 
accurate phenomena of different varying parameters concerning to thyristor’s firing  
angle. 
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lectric Load Forecasting (ELF) is one of the challenges being faced by the Power 
System industry. With the ever-growing consumer demand, power generating 
companies struggle to manage and provide an uninterrupted power supply to the 

users. Over the past few decades, the introduction of smart grids and power deregulation has 
changed load forecasting dynamics. Most of the current research focuses on short-term load 
forecasting (STLF), involving an hour to a week’s time forecasting. Various techniques are  
being used for accurately predicting the electric load. However, gold standards are yet to be 
defined mainly because of the subject's variety, non-linearity, and un-predictive form. In this 
study critical review of 25 publications has been carried out to find the most efficient method 
for ELF. The novelty of this study is that comparative and scientific analyses are carried out 
to find the most proficient techniques for load forecasting. Also, various parameters are 
combined for comparison in this study after analyzing published reviews on the subject. 
Artificial Neural Networks (ANN) and Auto-Regressive Moving Average (ARMA) models 
outperform other methods basing upon statistical analysis, i.e., Mean Absolute Percentage 
Error (MAPE) and comparative acceptance, in the research community. 
Keywords: Electric load forecasting, Power load, Modelling electricity loads, Long term/ Short 
term forecasting, Performance management. 
Introduction 

Electric Load Forecasting (ELF) has been a prime area of concern since the advent of 
electricity. Predicting future load helps power utility companies to plan and meet the power 
generation with consumer’s demands. ELF is also one of the significant factors for regulatory 
bodies, industries, trading and insurance companies [1]. With technological advancement, the 
integration of smart devices in various technical fields has become a norm, and the power 
industry is not an exception. Additionally, due to global warming issues, inclination towards 
renewable energies resulted in the introduction of smart equipment in power generation and 
grid systems. The same has resulted in the availability of digitized data, which on the other 
hand, became helpful for analysis and future prediction [2]. The consumer’s electricity demand 
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is increasing day by day, as the world has moved towards an automated version of almost 
everything. Traditional power generating companies face challenges to meet user demands, 
and their return on investments are declining. A strong change in the power sector is observed 
during the 1990s with deregulation and market competition [3]. On the other hand 
development of smart electronics devices has gained popularity in generating power more 
efficiently. The volatility of electricity is adamant with the fact that it has to be provided 
promptly. A huge amount of electricity cannot be stored; hence equating generation with the 
user demands is a tough task. ELF has thus emerged as a vibrant field for the scientific 
community. An accurate load prediction enables decision-making by the power operators. The 
power industry thus invested a lot in this field to compete in the market and avoid burning 
extra fuel or running machinery to generate abundant electricity. 

ELF is generally categorized in long, medium, and short-term forecasting on a 
temporal basis. Though no standard categorization has been laid so far, all of them are 
interconnected in the broader perspective. Long Term Load Forecasting (LTLF) – spand the 
load prediction for three years or more. For less than three year time period, it is termed 
medium forecasting (MTLF). Finally, forecasting is carried out in the short term (STLF) from 
an hour/ half-hour to a week’s time [1]. With the growing renewable power generation 
systems, the introduction of smart grid systems, and privatizations, short-term and very short- 
term forecasting have gained popularity. This study is aimed to review published literature to 
look for the best technique for electric load forecasting. Rest of this paper is divided into four 
major positions. In the first, literature review is carried out following the explanation of 
research methodology applied in this study. Findings with comparative analysis and results are 
explained in the next part. Finally, the discussion is carried out before concluding the study. 
Literature Review 

Calculation of load is one of the significant factors for power companies. All the 
operations and planning of power generation, transmission, maintenance, etc., are based on 
future load value. The forecasting helps in decision making as well as reducing the risk of non- 
availability of power. Several conventional methods of forecasting are already in practice. Over 
the period, various techniques have been researched to improve load forecasting. 

The qualitative methods forecast are based upon the opinions and discussion with 
domain experts. These methods are employed when historical data is not available for a 
forthcoming event. Estimates are generally vague and can lead to a blackout. The Quantitative 
techniques involve Time Series Analysis and Econometric Analysis. A variable of interest is 
defined in time series such that its value is estimated relying on the relevant historical data. 
Baseband model, Trend model, Linear Regression models are few examples. The econometric 
analysis considers the drivers such as business index, weather index, etc. such that they further 
leads to estimate demand requirements. Recently, Artificial Intelligence (AI) has out- 
performed the conventional methods in the fields where non-linear and complex data is 
involved. The non-linear demands, transmission losses, climate factors, etc., and their 
relationships have made load forecasting a potential field for application of AI techniques. 
Artificial Neural Networks (ANN), Support Vector Machines (SVM), Genetic Algorithm, 
Fuzzy Logic, Self-Organizing Maps, Extreme Learning Machines are few AI techniques that 
can be employed in load forecasting. Various reviews and analyses done on the subject are 
consulted to develop a comprehensive meta-analysis approach for this study. Table 1 depicts 
the methods followed by previously published studies on the subject. 
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Tab le 1. Previous Reviews on ELF 
Reference Review Method 

[1] 
Commonly used by Expert Community 

[4] 
[5] 

MAPE Percentages 
[6] 
[7] RMSE Percentages 
[8] Data and Error measured (MAPE, RMSE) 

The main contributions of this paper are: 
• Results are generated based on a comparative and statistical analysis of 

different studies already published in the subject field. Since both analyses have 
different implications. Comparative analysis shows the acceptance of different 
techniques in the research community. While on the other hand, the statistical 
analysis compares results in mathematical form. 

• Previous reviews on ELF are first analyzed to select the parameters to compare 
various studies on the subject further. 

• A systematic review is carried out for considering the studies published in 
various journals. The aim is to cover the subject domain in a wholesome and 
diverse manner. 

• The research community can benefit by realizing the theoretical and statistical 
performance of various methods from this study. 

 
Research Approach 

Research is an ongoing process where methods and theories are developed and 
supported by logic and proof. Its main objective is to combine published methods and theories 
of one category and compare them with that of another in a systematic manner to reach some 
conclusion [9]. Meta-analysis is a common field of almost all research disciplines. It consists 
of five basic steps involving finding relevant studies on the subject, developing consistent 
criteria for comparison, recording relevant information from the study as per the criteria, 
analyzing information to compile them in broad contours, and finally drawing conclusions 
basing upon these findings [10]. This study aims to review the academic literature to explore 
the most efficient methods being used for STLF. Critical analysis is carried out to analyze the 
dynamics and performance of various methods and techniques employed. 

The general framework of this study comprises two phases. In the first phase, research 
papers and articles are searched in most databases on the internet centered upon specific 
keywords. In the next phase, developed methods and their results are analyzed statistically. 
The general framework of this research is shown in Figure 1. 
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Phase II - Analysis 

Technique Performance Dataset Used Result Comparison 

Figure 1. General Framework. 
 

Research Catalogue 

In phase I, to systematically review the literature, search is mainly carried out from 
2000-2020 by using specific keywords and search engines. Scopus and IEEE Xplore are the 
most reliable databases in the scientific community. Both these databases are used with the 
keywords “electric load forecasting,” “power load,” “modeling electricity loads,” and “long  
term/ Short term forecasting.” Eight thousand five hundred five papers and articles came out 
due to search initially, including papers from areas of computing, power market, and wind 
energy. The advanced research tool is used to narrow down the search to a specific area of  
power engineering, resulting in 5,009 papers. The search is further refined based upon the title 
of the papers to locate 1865 papers relevant to electric load forecasting and STLF. Keeping in 
view the time constraint, the scope of the project, and resources available, 25 papers on STLF 
are selected for review and meta-analysis purposes. The topmost journals that contributed 
towards the selected topics are found to be IEEE Transactions on Power Systems, IEEE 
Transactions on Power Grids, International Journal of Forecasters, and International Journal 
of Electrical Power and Energy System, as shown in Graph 1. 

Research Framework 

Phase I - Selection Criteria 

Abstract Relevance Keywords Topic 

Topic Timelines 
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Graph 1. Journal Wise Publications. 

Analysis Approach. 

Finally, in phase II, each publication is studied in detail for comparative analysis after 
selecting publications during the initial phase. Owing to the variability of consumer’s load  
demands due to various meteorological conditions, socio-economic conditions, a two- 
pronged approach is applied in this study. Firstly, specific criteria are developed to analyze and 
compare the studies in detail. Since each step of the research contributes to the studies' final 
results, criteria are developed in such a sense that it covers complete research methodology. 
Secondly, the proposed methods are compared for statistical analysis as per their Mean 
Absolute Percentage Error (MAPE) results. This study assumes that all the results published 
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𝑖=1 

in the studies are correct, methods used by the majority of the expert community are best, and 
finally, MAPE percentages of the studies are compared. 
Criteria of Analysis. 

Different performance measures and results are used in different papers as per their 
requirements. However, meaningful meta-analysis can only be done based on some criteria. 
This criterion needs to be selected very thoughtfully. If it misses the relevant parameters of 
the respective research theme, then the chances are high that meta-analysis may not make 
correct assessments. Henceforth, various systematic literature reviews and studies on the 
subject are consulted before defining comparison criteria for this study. Criteria given in 
Table 2 are used to compare the papers in this study. 

Table 2. Criteria for Analysis of Various Studies 
Category Description 

Proposed Method Essence of this study, as we want to check which methods 
used for STLF are more reliable and efficient. 

Dataset Used Number of samples or data used as input plays critical role 
in estimation. 

Overview of the 
Methodology 

What methodology is used by the author Long/ Medium/ 
Short/ Very Short Term Forecasting 

Performance Measure How results are compared with other methods and what are 
proposed method’s strengths and weaknesses 

Prediction Term Time duration for which prediction is made. 
Research Findings. 

During this research, researchers found that several techniques are used by researchers 
while estimating load forecasts. Since no standardized model exists for the types employed, 
the rise of multidisciplinary collaborations in the scientific community has made the types of 
techniques more ambiguous to categorize. However, it is found that most of the expert 
community has classified techniques in two main areas; statistical and artificial intelligence- 
based, as shown below. 
Statistical Methods 

These econometrics-based mathematical models are generally based on relationships 
between two or more variables. The relationship is multiplicative or additive. These techniques 
mostly use the historical load series to forecast the future load [11]. 
Autoregressive (AR) and Moving Average (MA) 

ARMA model is the integration of AR and MA models [12]. These are two basic 
models used for studying the statistical properties of a non-stationary process. Most 
researchers use their different combinations for forecasting purposes. In the AR model, the 
present value of a load series can be expressed in combination with past loads [13]. This model 
can predict the load value based upon past values of the load having some correlation. The 
equation of the AR model can be written as follows: 

𝑦𝑘 − ∑𝑝 𝛼𝑖 𝑦𝑘−𝑖 = 𝑒𝑘 

Where α_i’s are the unknown coefficients of the AR Model,e_k is the random noise  
and p the order of the AR model that tells us the no of past values involved in the process. 
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The MA model is used where load value is forecasted from past values of the input random 
noise values. The equation can be written as: 

𝑞 

𝑦𝑘 = 𝑒𝑘 + ∑ 𝛽𝑖 𝑒𝑘−1 
𝑖=1 

Where β_is are the unknown coefficients of the Model, e_kis the random noise and q 
the order of the MA model. Written in the notation of ARMA (p, q), these models combine 
the strengths of the AR and MA model to forecast the load value. Present values of load can 
be expressed in the form of past values of load and current and past value of noise, as shown 
in the equation below: 

𝑝 𝑞 

𝑦𝑘 − ∑ 𝛼𝑖 𝑦𝑘−1 =  𝑒𝑘 + ∑ 𝛽𝑖 𝑒𝑘−𝑖 
𝑖=1 𝑖=1 

[13] Developed an ARMA model by adding Gaussian noise to incorporate nonlinearity 
and then selecting a suitable model, with an order, to predict load. Parameters are estimated 
using gradient-based methods, and finally, the model is validated for its adequacy with the real  
data. The model performed well compared to simple ARMA and ANN. [12] developed a basic 
ARMA model and compared it with Projection Pursuit Regression (PPR) to be better 
performing. 

Another variant is Auto-Regressive Integrated Moving Average (ARIMA), which 
considers the non-linearity involved in a time series. The AR, MA, and ARMA models are 
applicable for stationary processes only. However, when non-stationary data is involved, data 
has to be transformed to a stationary form. The equation of the ARIMA model is: 

𝛼(𝐵). ⋁ 𝑑 . 𝑦𝑘 = 𝛽(𝐵). 𝑒𝑘 

Where α, β are the unknown coefficients. e_k defines the noise. [14] an employed 
modified version of the ARIMA model by incorporating temperature and operator’s 
knowledge into the model. The proposed model performed better than the ARMA model for 
predicting next year’s hourly data. The ARMA and ARIMA are used successfully by [11] to  
forecast the load for the Kuwaiti electric network. Their approach mainly uses segmentation 
and decomposition of time series into similar regions and contours to make the forecast. 
Kalman Filtering Algorithm 

A certain level of uncertainty generally terms long-term forecasting. To cope up with 
this, Kalman Filters were introduced in 1960 to minimize the mean of the squared model’s  
error. The algorithm comprises a set of equations that gives efficient recursive means to 
estimate the state of an observed sequence [15]. This technique has few powerful 
characteristics where it can control the highly noisy systems and cater to small unknown 
variables of the system. This algorithm can address unknown variables like weather, abrupt 
load demands, and customer requirements in load forecasting. The mechanism works in two 
stages. In the predictor stage, the algorithm predicts the load’s current state based upon its  
previous states. Its covariance and the corrector stage information from the metering device 
are collected to an estimated state vector by employing the weighted average. The Kalman 
Filter method generally does not take into account the non-linear issues of load forecasting. 
Hence its modified versions are employed as done by [15]. The proposed modified Kalman 
Filter versions Extended Kalman Filter (EKF) and Unscented Kalman Filters (UKF) to 
estimate the non-linear behavior better using Jacobian Matrices. 
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Regression Models 

Regression models are widely used statistical methods in forecasting. The main gist is 
learning more about the relationship between dependent and independent variables of the 
process. Multiple regression is based on minimizing the sum of squares of the difference 
between observed and predicted values. [16] used regression technique to develop a semi- 
parametric additive model for 24-hour demand forecast. They developed 48 models on a half- 
hourly basis, using selected historical load and temperature data. Forecast residuals and 
forecast errors are calculated using the modified bootstrap method, and finally, empirical 
distributions are constructed around the forecast errors for load prediction. 
Non-Linear Predictors 

Non-linear dynamics of the power industry are explored using non-linear chaotic 
dynamic and evolutionary strategy by many studies. [17] used non-linear chaotic dynamic 
based predictor PREDICT2 for analysis of non-linear load during training stage with emphasis 
on optimizing the objective function. A new Evolutionary strategy is proposed to solve the 
optimization problem with a candidate solution vector, having a random value with a standard 
deviation. [18] applied Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) 
networks to remove gradient problems in the past load data for ELF. 
Exponential Smoothing (ES) 

This forecasting technique works on the weighted average of the past observations. 
The highest weight is given to the present value of the load, then the next lower weight to the 
preceding value of the present value and even lower to the observation before. Due to the 
simplicity and accuracy, the ES technique is used quite frequently for load forecasting. The ES 
techniques have been divided into three further divisions. Single exponential smoothing 
(Brown’s Method) is used when there is no pattern in the given data, Double exponential 
smoothing (Holt’s Method) when the trend is observed in the data, and finally, Triple 
Exponential Smoothing (Holt-Winters Method) when data reveals significant seasonal 
configurations. [19] developed five ES weighted models, including a Singular Value 
Decomposition SVD based model to reduce the data to lower dimensions with uncorrelated 
variables. In [20], they proved that their proposed Seasonal Holt-Winters Exponential 
Smoothing method outperformed ARMA and PCA models. They used the models to forecast 
the seasonal demands of European data. They added an index and smoothing equation for 
forecasting the load. Also, ARMA and PCA models are developed to compare the 
performance. [21] calculated load forecast for Irish market using Double Seasonal Holt 
Winter’s Exponential Smoothing with Error Correction. Seasonal parameters are initialized 
from the historical load data, and a model is proposed using the exponential smoothing 
algorithm. Finally, the GRG nonlinear error of predicted value and actual data is calculated. 
Artificial Intelligence (AI) Models 

AI systems have been developed for forecasting and estimating with the advent of 
advanced technology and high computational powers. 
Support Vector Machines (SVM) 

Presented by Vapnik in 1995, the SVM is classification and regression techniques. 
SVM mainly extracts the decision rules having satisfactory generalization ability from the 
training data called support vectors [22]. Input space is mapped nonlinearly into a higher space 
dimension constructing an optimal hyper plane. In the training phase of the SVM, linearly 
constrained quadratic programming is carried out, which is unique but time-consuming. [23] 
used Self Organizing Mapping (SOM) technique to organize the input data into clusters. SVMs 
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are then applied to each data subset to forecast the load for the next day. This hybrid method 
proved helpful in addressing the non-stationary load time series. [22] and [24] applied VMD 
is applied to decompose input data into subseries based on the certain center frequency and 
bandwidth. The nonlinear mapping function is used to map data in a high dimension, where 
the SVR function is used to relate forecast values with input. 
Artificial Neural Network (ANN) 

Developed in 1990 by Warren McCulloch and Walter Pitts, the ANN has been applied 
in several areas, including forecasting and classifications [25]. ANN is a non-linear circuit that 
can perform non-linear curve fitting. It processes information in line with the human 
biological systems. Inspired by the working of the human brain, the NN can process a certain 
piece of information using its basic unit called a neuron. Information received at the input 
node of the neuron is accumulated, processed, and then further forwarded to the next neuron 
through the output node. The ANN system is trained on the relevant historical data to identify 
the similarities and patterns of the input data. Then based upon this prior knowledge about 
the data and system, the network gives generalized output. In its most simplistic form, the 
network consists of an input layer, a hidden layer, and an output layer. The input I am sent to 
the hidden layer and associated weights performs a certain function f(x) to give an output.  
Based upon its topology, the ANN is generally categorized into Feed Forward (FF-NN) and 
Feedback or Recurrent NN. 
Feed Forward Neural Networks (FF-NN) 

Usually preferred for forecasting and consists of various combinations of input, 
hidden, and an output layer. In its simplistic form Single Layer Perceptron, no hidden layer 
exists. The forecasts are obtained using a linear combination of inputs and weight vectors, 
which are obtained using a learning algorithm that minimizes some cost function e-g MSE. 
With the addition of an intermediate layer, the NN takes Non-Linear Multi-Layer Perceptron 
(MLP). Neurons are arranged in layers and connected through weight vectors with the next 
layer. Neuron b takes the input from its predecessor neuron, if it exists, computes the weighted 
sum w, eliminates the bias, and gives the output after applying the activation function g. The 
equation is given by: 

𝑛 

∑ 𝛽𝑗 𝑔(𝑤𝑗 . 𝑥𝑖 + 𝑏𝑗) = 𝑦𝑖 
𝑗=1 

Where, x_i is the input, w_j is the weight, b is the neuron of hidden layers. 
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Figure 2. Basic Structure of a NN 

Feedback Neural Networks 

Unlike the FF-NN, the feedback NN is dynamic. Whenever a new input pattern is 
given the output of neurons is computed. Their output depends on the state of the system. 
Feedback of the neurons is modified due to the feedback system, and hence the NN enters 
into a new state. To overcome the vanishing gradient problem of the NN, Nonlinear 
Autoregressive Models with Exogenous Inputs (NARX) have been developed. This three- 
layer FF-NN with good learning capabilities has a sigmoid activation function in its hidden 
layer, linear activation function in the output layer, and delay lines for storing previously 
predicted values. 

NN-based STLF has been enhanced using Multi-resolution analysis (MRA) by [26]. 
Four models are developed with different input variables among load, temperature, 
differenced load from the first, and MRA with the differenced load. The final models comprise 
sub-models of the first three models to decompose the load series using individual fitting. The 
proposed Model with load, temperature and first-order differenced load as input predicted the 
load most accurately. [25] also proposed Wavelet-based NN (WNN), using previously used 
algorithms for generation, selection, and generalization, to compare its prediction 
performance. However, they concluded that results of WNN are comparable with naïve 
methods and MLP NN on GEFCom dataset. [27] improved the BP NN with the introduction 
of GA. They used PSO to improve the convergence speed and PCA to reduce the matrix 
dimensionality. 

[28] introduced Artificial Immune System with ANN. The aim is to check the benefits 
of the robust AIS like computational strengths as its distributed, diverse, anomaly detection, 
and self-organizing learning abilities. The performance of AIS-based FF-NN has comparable 
results on the MAPE scale with that of BP NN. However, further studies may reveal the true 
potential of AIS in the field. Different types and scales of NN have been used for the last two 
decades by researchers for load forecasting. Having received considerable success, the NN is 
also criticized for having too many input parameters, leading to data overfitting. [29] 
conducted a detailed review of various models of NN with traditional statistical methods. They 
compared large NN with linear models, including Naïve forecasting, methods with one and 
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more smoothing filters, smoothing filters with linear regression combination of smoothing 
filers, and NN. The conclusion is that large NN can perform well because they consider more 
historical data and can interpolate high dimensional functions, which improves the profile load 
forecasting. [30] also worked to investigate the non-linear characteristics of the power load 
series is identified using MLP. An attractor is then developed in a phase plane to train ANN. 
[31] proposed a set of probabilistic models as constrained quantile regression models to 
average and predict the future data. 

While using NN [32] employed a wavelet-based ensemble scheme. Selection of mother 
wavelet and decomposition level is a tricky affair. Here ensemble of wavelets is used, and their 
output is aggregated to get the best features as output. Wavelet-based ensemble networks, 
algorithm incorporating Levenberg–Marquardt (LM) for improved learning, Conditional 
Mutual Information Feature Selection (CMIFS) method is employed for feature selection, and 
Partial Least Square Regression (PLSR) is used for forecasting purposes. In another scheme, 
[33] exploited that NN learns load dynamics without memorizing the data for a long time with 
accurate results. Challenges are faced while extrapolating the relationships different from those 
extracted from training data. Five models of three-layered FF NN are used for forecasting. 
Redundant hidden neurons are also eliminated by observing duplication in co-linearity with 
the output. 
Hybrid Models 

Many in the past have published applications of combining the strengths of different 
models into hybrid models. Also, for load forecasting, various methods have been combined 
to produce efficient methods. The probabilistic nature of power systems makes it a potential 
field for employing various methods to estimate the forecast for time. 
Results 

Since there is no gold standard yet for forecasting and methods for prediction, 
reviewers consider various assumptions while comparing the publications. This study assumes 
that all the results published in the studies are correct, methods used by the majority of the 
expert community are best. However, for statistical analysis, MAPE percentages of all studies 
are also compared. 
Comparative Analysis 

After selecting publications for this study during the initial phase, each publication is 
studied in detail for comparative analysis as elaborated in Table III. The dynamics of the topic 
and unpredictability of load influence the researchers to use different variables and 
performance standards to measure their proposed methods. In addition, heterogeneity of data 
due to socio-economic conditions and consumer’s profile, non-linear environmental 
conditions, including weather, humidity for different countries, add complexity to the 
comparison of studies. At times a simple or a particular method favors a particular situation, 
even the sophisticated techniques. This study focuses on the comparison benchmarks 
mentioned in Table II, including Proposed Method, Data set used, Overview, and Prediction 
Term. ANN stands out to be the most used method for ELF after going through all the 
publications during this study, as shown in Graph II. 
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Graph 2. No of Publications Studied as per Method 
Eleven out of 25 publications used ANN in one form or the other. ARMA-based 

models are the next most frequently used method for ELF by the researchers. 
Table 3. Comparison of Studies 

Ref Technique Dataset/ Training & 
Testing 

Overview 

[12] Hybrid using 
Auto- 
regression 
Integrated 
moving average 
(ARIMA) & 
projection 
pursuit 
regression 
(PPR) 

5 min interval time series 
of Sichuan Electric Power 
Company, China with 864 
observations for randomly 
selected data from 26-28 
Sep 2016. 
576 for training and 288 
for testing out of the total 
of 864 

 ARIMA is modeled, estimating its 
order and parameters using 
Bayesian Information Criteria 
(BIC) and correlation function. 

 Next, the PPR model is developed. 
Integration of both models is 
carried out to address the linear 
and non-linear dynamics of the 
load forecast. 

[11] Hybrid model 
using 
Autoregressive 
Moving 
Average 
ARMA and 
ARIMA. 

Daily load data of Kuwaiti 
Electric network from 
2006 – 2008. 

 Data is segmented to locate the 
identical patterns and calculate 
their probability. Afterward, the 
series is decomposed using MA for 
load pattern segmentation. 

 For load forecasting, curve fitting 
is conducted to identify region 
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   similarity, contours, and related 
points. 

[13] ARMA 
including 
Gaussian and 
Non-Gaussian 
Processes 

Hourly data of 3 months 
between 1998-1999 of 
Taipower Company, 
Taiwan 

 Historical data is processed for the 
Gaussian test using the Bi- 
spectrum process. 

 If data is Gaussian, second-order 
statistics are calculated; otherwise, 
the MA model is applied. 

 The correct model identified in the 
previous step is used to estimate 
the parameter representation of 
the model. 

[14] ARIMA Model 
integrated with 
operators 
knowledge 

Hourly load and peak load 
data from Iran’s national 
grid from 1996-1998. 
Data from 1996-1997 is 
used for training, while 
that of 1998 for testing 
purposes. 

 ARIMA model is proposed 
considering the historical data, 
estimating the parameters. 

 16 Modified ARIMA models are 
used for forecasting along with the 
temperature and operators 
knowledge 

[18] Long Short- 
Term Memory 
(LSTM) and 
Gated 
Recurrent Unit 
(GRU) 
networks 

Three-year record data of 
various feeders from West 
Canada with 1997 records 
1,597 records for training 
and 400 out of total 1997 
(80%/20% split ratio) 

 Features from past data are 
collected based on socio-economic 
and weather conditions. 

 Principal component analysis 
(PCA) and Normalization of 
selected features are performed. 

 LSTM and GRU networks for 
Many to Many and One to Many 
configurations are developed. 

 These networks are better to 
vanish and explode gradient 
problems in the data. 

[17] A hybrid 
approach based 
on non-linear 
chaotic 
dynamic 
predictor 

Hourly electricity load of 
the year 2002 from New 
England, Albert, and 
Spain. Random selection 
of 4 weeks, one each in 4 
months of a year, for 
testing. Rest of the data 
used for training 

 The time-series data, set as input 
to the model, is divided into two 
segments. One segment is used to 
predict data in the second 
segment. 

 The population is initialized using 
candidate random variables. Next, 
the population parameters are 
recombined to produce off-springs 
and then mutate. 
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 This ES is used to tune the 

prediction parameters. 

[16] Semiparametric 
additive models 
using Modified 
Bootstrap 
method 

Half hourly demand and 
temperature data of 
Melbourne from 1997- 
2009 from Australian 
National Electricity 
Market. Data from 2004- 
2008 was used for 
training, and 2009 data for 
testing. 

 A Semiparametric model is 
developed to forecast demand and 
temperature values using their 
historical data. Cross-validation is 
done to select the variables for use 
in models. 

 Forecast residuals are calculated by 
sequentially substituting into 
random forecasted model values. 

 The modified bootstrap method is 
used to obtain forecast errors. 

[15] Modified Non- 
linear Kalman 
Filter, 
Extended 
Kalman Filter 
(EKF), and 
Unscented 
Kalman Filter 
(UKF). 
Weather and 
Wind Speed 
data is 
accumulated 
from the 
website. 

Reference Energy 
Disaggregation Dataset 
(REDD) anonymously 
collected from Boston, 
US 

 Standard KF is modeled using past 
data, temperature, and wind speed 
data. 

 The model predicts the value 
based on past data along with its 
covariance. 

 The output is recursively updated 
using the law of minimizing mean 
square error. 

 The non-linear Modified filters, 
EKF and UKF, are applied to 
calculate the prediction. 

[12] ES with Holt- 
Winters, 
ARIMA, and 
PCA 

30 Weeks hourly/ half 
hourly data of 6/ 4 
European countries from 
Apr-Oct 2005. The first 
20 weeks of each data is 
used for training and the 
last ten weeks for testing. 

 Seasonal Holt-Winters 
Exponential Smoothing is applied 
to forecast two seasonal demands. 

 Additional seasonal index and 
extra smoothing equations are 
added for the double seasonal 
method. 

 The initial level and seasonal 
values are estimated by averaging 
the observations and minimizing 
the squared sum of errors. 
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 ARMA and PCA models are also 

developed to compare the 
performance 

[21] Double 
Seasonal Holt- 
Winters 
Exponential 
Smoothing 
with error 
correction 

Half-hourly data of 15 
months from an Irish 
supply company from Jan 
2013- March 2014 

The seasonal parameters defined in 
Days, Weeks, and Seasons are 
initialized from the historical load 
data. 
The model is proposed using the 
exponential smoothing algorithm. 
Finally, the GRG nonlinear error of 
predicted value and actual data is 
calculated. 

[19] Five 
exponentially 
weighted 
methods incl 
new Singular 
Value 
Decomposition 
SVD based ES 

Half hourly observation 
from 2007-2009, first two 
years used for training and 
last year for testing 

 SVD based approach is used to 
reduce the data to lower 
dimensions with uncorrelated 
variables. 

 Modified Holt Winter ES (HWT) 

 Discounted weight regression 
(DWR) 

[23] A hybrid 
approach to 
combine SOM 
with SVM 

Hourly data of one year 
from 2003-2004 of New 
York City, US 

 In the first stage, SOM is used to 
group the training data with similar 
properties. 

 The SVM network of 24 machines 
is then applied with regression and 
risk minimization principles to 
forecast the next day’s load. 

[24] Simulated 
Annealing with 
SVM 

Taiwanese load data from 
1045-2003, 
40 years training set from 
1945-1984, 10 yrs 
validation 1985-1994, 9 
yrs testing 1995-2003 

 The past data is normalized using 
the simulated annealing 
algorithms. 

 Then SVMs are applied for load 
forecasting. 

 The proposed model is compared 
with ARIMA and Regression NN. 

[22] Hybrid model 
using 
Variational 
Mode 
Decomposition 
Self Recurrent 

Half-hour load data from 
National Electricity 
Market, Queensland, 
Australia, and hourly load 
data from New York 
Independent System, 

 VMD is applied to decompose 
input data into subseries based on 
certain center frequencies and 
bandwidth. 

 The nonlinear mapping function is 
used to map data in a high 
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 Support Vector 
Regression 
Cuckoo Bird 
Cuckoo Search 
(VMD-SR- 
SVRCBCS) 

USA. Both datasets were 
distributed into 3 x parts 
for the training, validation, 
and testing phase 

dimension, where the SVR 
function is used to relate forecast 
values with input. 

[30] ANN-based on 
Multilayer 
Perceptron 

Daily peak demand of one 
year for 1995, 9 months 
data is used for training 
and two months for 
testing 

 The time series is extended to 
confirm its chaotic character using 
correlation dimension and 
Lyapunov Spectrum. 

 The state-space of a differential 
equation is created for the time 
series taking into account all its 
variables. 

 Then model based on correlation 
dimension and state space of the 
data is developed. 

[27] Neural 
Network 
optimized using 
Particle Swarm 
Optimization 
(PSO) and 
Principal 
component 
analysis (PCA) 

1-year data of a Power 
Grid Corporation 
Previous one-year data for 
training 

 PSO is used to initiate the model 
from initial weights and 
thresholds. 

 PCA is used to reduce the input 
dimension as per the set threshold 
with GA optimization. 

 Load is forecasted for the next 24 
hours. 

[28] Feed Forward- 
Neural 
Network (FF- 
NN) trained by 
the 
Artificial 
Immune 
System (AIS) 

Day, time, temperature, 
and 720 samples each 
from historical load data 
of 
Kuala Lumpur, Malaysia, 
and the other from North 
Carolina, 
US 
65% of the data is used 
for training and 35% for 
testing 

 The AIS-based algorithm is 
developed with initial weights 
selected randomly between 0 and 
1. 

 FF-NN on MLP architecture is 
proposed where input parameters 
are multiplied with weights. 

 Regression is performed to 
correlate the predicted values with 
the past load series. 

[34] Convolutional 
Neural 
Network 
(CNN) with K 

1.4 million records of 
electricity data from 2012- 
2014 containing hourly 
load data from the power 

 Raw data is pre-processed, 
converted into two subsets, 
training and testing, based upon 
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 Means 
clustering is 
employed. 

industry. 1,003,716 
samples from 2012 - 2013 
are used for training and 
469300 samples for 
testing. 

selected feature analysis using K 
Means Clustering. 

 CNN is trained on one subset and 
then validated on the testing 
subset. 

[35] Feed Forward 
Deep Neural 
Network (FF- 
DNN) and 
Recurrent 
Deep Neural 
Network (R- 
DNN) 

Hourly data of NEW 
England, the USA from 
2007-2012 comprising 
52600 records. 43824 
samples are used for 
training, while the rest are 
used for the testing phase. 

 The data is analyzed in the time 
and frequency domain to model it 
comprehensively. 

 In the next stage, Rectifier 
Activation Function (ReLU) is 
used to model FF-DNN and R- 
DNN. 

 Separate results are computed 
considering only Time Domain 
and Time & Frequency Domain 
features. 

[36] Modified Deep 
Residual 
Network 
adopting 
ensemble 
strategy 

North American utility 
data set with hourly data 
from 1985-1992. 2-year 
data from 1991-1992 is 
used as test data, rest of 
the data is used for 
training. 
To check the 
generalization, ISO-NE 
data is used. 

 A two-level basic structure is 
formed for forecasting 24 hours 
data with the Scaled Exponential 
Linear Units (SELU) activation 
function. 

 Output is fed into Deep Residual 
Network (ResNet) constructed 
from a stack of three residual 
blocks. 

 Modifications are made, 
ResNetPlus, by employing several 
residual side blocks and averaging 
the output of each main residual 
block with these side blocks to 
improve error backpropagation of 
the network. 

 The next ensemble strategy is used 
to improve the generalization 
capability of the network. 

[26] NN with 
Wavelet 
decomposition 

Hourly load data of North 
America from 1988-1992 

 Features are extracted into Low 
and High-Frequency components 
using Multi-Resolution Analysis. 
Input variables are selected by 
applying correlation functions. 

 Four models of NN have been 
developed based upon MLP. 
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 The model with inputs of load, 

temperature, and first-order 
differenced performed the best 
among other NN. 

[37] Wavelet Neural 
Networks 

Hourly load data of NEW 
England from 2003-2005 
as training and year 2006 
data used for testing. 

 Wavelets are used to decompose 
the load into Low and High- 
Frequency components 

 MLP based NN is then applied for 
load forecasting. 

[29] Large NN and 
regression 
methods 

Hourly data from 1996- 
1997 of a city of Brazil. 
Data is split for the 
training, testing, and 
validating phase. 

 Various models are developed 
based upon Naïve forecasting, 
methods with one and more 
smoothing filters, smoothing 
filters with linear regression 
combination of smoothing filers 
and NN and large NN 

[33] NN Load data of the previous 
1 hour is used to predict 
the next 20 minutes load 
for a power company in 
the US. 

 They used relative load curves of 
past data instead of load 
increments to improve the 
forecasting accuracy as is done in 
traditional NN models. 

 Input variables are selected based 
upon their string statistical 
correlation with outputs. 

 Supervised training is carried out 
for the proposed NN using the 
previous load data and minimizing 
the error function. 

[38] Hybrid NN 
based on 
Wavelets 

Hourly load data from 
ISO England for the year 
2009-2010. 

 ELM-LM algorithm is developed 
by randomly initializing the 
weights and biases to estimate the 
output weights. 

 Wavelet transform is used to 
employ frequency components 
along with temporal dimensions of 
the past load series. 

 PLSR is used to combine the 
forecasts of different wavelets. 

 Hourly load data is fed into 24 FF- 
NN with the detailed extraction of 
frequency components using 
wavelet transforms. 
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Statistical Analysis 

For performance measurement, researchers have used various forecasting standards 
like including Mean Absolute Percentage Error (MAPE), Root Mean Square Error, etc. 
However, MAPE is used more frequently in statistical studies. The difference value is 
calculated by taking the absolute difference between the proposed method and other methods 
with which it is compared. The MAPE difference of the proposed and other methods are 
calculated. Then the smallest value is located to identify the best method as depicted in Table 
IV. It is revealed that ARMA models and ANN gave the lowest MAPE values. A stable difference 
criteria has also been defined by setting the value of alpha from 0.01 to 5. This means that 
difference values less than 0.01 and greater than 5 are ignored in this study. The mean MAPE 
for ANN and ARMA Models is 0.799 and 0.8446, respectively. 

Table 4. Comparison of MAPE and Standard Deviation 
Cat Ref Proposed Method Benchmark 

Method 
% 

MAPE 
Mean- 
MAPE 

 [12] Hybrid using ARIMA & Projection 
Pursuit Regression (PPR) 

ARIMA 
PPR 

0.634 
0.403 

0.8446 

A
R

M
A

 /
 A

R
IM

A
 

[11] Hybrid model using ARMA and 
ARIMA. 

Real data 0.5 
 

[13] ARMA including Gaussian and Non 
Gaussian Processes 

ARMA 
ANN 

0.05 
0.58 

 

[14] ARIMA Model integrated with 
operators knowledge 

ARIMA 
ANN 
Operators 

1.24 
1.27 
2.08 

 

 [18] Long Short-Term Memory (LSTM) 
and Gated Recurrent Unit (GRU) 
networks 

FNN 
Modified 
FNN 

5.1 
2.79 

5.05 

N
o

n
-L

in
ea

r    

[17] A hybrid approach based on non- 
linear chaotic dynamic predictor 

ANN 
ARIMA 

5 
4.5 

 

R
eg

re
ss

i 
o

n
 

[16] Semi parametric additive models using 
Modified Bootstrap method - 
Regression 

ANN 
Hybrid 

0.85 
0.4 

0.85 

K
al

m
a 

n
 

[15] Modified Non-linear Kalman Filter - 
Kalman 

EKF 0 0 

E
xp

o
n

en
ti

al
 

Sm
oo

th
in

g 
(E

S)
 [20] ES with Holt Winters. ARMA 

PCA 
AR 

0.059 
0.05 
0.086 

0.69 

[21] Double Seasonal Holt-Winters 
Exponential Smoothing with error 
correction 

Naïve 
w/o EC 

1.66 
5.3 
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 [19] Five exponentially weighted methods 
incl new Singular Value 
Decomposition SVD based ES 

ANN 
HWT with 
SM 
NEW SVD 
Weather- 
based 

0.02 
0.01 
0.01 
0.016 

 

V
ec

to
r 

M
ac

h
in

es
 (

S
V

M
) [23] Hybrid approach to combine SOM 

with SVM 
ISO 
SVM 

1.15 
0.65 

2.42 

[24] Simulated Annealing with SVM ARIMA 
GRNN 

8.55 
3.42 

 

[22] Hybrid model using VMD-SR- 
SVRCBCS 

ARIMA 
GRNN 
BPNN 
SVR 

7 
5.3 
5.1 
3.8 

 

 [30] ANN based on Multilayer Perceptron Others 0.4% 0.799 

 [27] NN optimized using PSO and PC 
Analysis 

No PC 
Reduction 

1.1  

 [28] FF-NNtrained by theArtificial 
Immune System (AIS) 

Data 1 - AIS 
Data 2 – AIS 

0.473 
1.347 

 

 [34] CNN with K Means clustering is 
employed. 

LR 
SVR 
SVR &K 
Means 
NN 
NN & K- 
Means 

25 
8.97 
0.89 
0.163 
0.115 

 

N
eu

ra
l N

et
w

o
rk

s 
(N

N
)    

[35] FF-DNN and Recurrent Deep Neural 
Network (R-DNN) 

Time 
Frequency 

12 
0.01 

 

[36] Modified Deep Residual Network 
adopting Ensemble Strategy 

Temperature 
-1 
Temperature 
-2 
Temperature 
-3 

0.02 
0.05 
0.11 

 

 [26] 4 models based on NN with Wavelet 
decomposition with different inputs 

Model-1 
Model-2 
Model-3 

0.17 
0.42 
0.94 
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[37] Wavelet NN NN w/o 
weather 
NN & 
weather 
Similar day 

0.188 
0.07 
0.22 

 

[29] Large NN and regression methods Smoothing 
with small 
NN 
Large NN 

 
0.1 
1 

 

[33] NN Forecaster-1 
Forecaster-2 
Forecaster-3 

0.59 
0.39 
0.23 

 

[38] Hybrid NN based on Wavelets Abductive 
MLR 
RBFNN 
Random 
forest 

0.79 
0.83 
0.56 
0.92 

 

Discussion and Future Research. 
Load forecasting has become a topic of significance in the past few decades. 

Researchers have used various techniques to identify the best-performing methods. However, 
the non-linear dynamics of the topic imply that no one method can be classified as the best. 
Availability of historical load data is the prime factor in forecasting. However, heterogeneity 
in this data itself challenges the analysis. The data is dispersed in different patterns with  
different power companies. It is calculated on an hourly basis, whereas at the other places, it 
is recorded on a seasonal basis. 

Most of the statistical methods employ past load series and weather information for 
prediction. These past load data are used as input to Regression techniques and the weather 
and its functional relationship. The same is then solved regressively to reduce the square error 
of the prediction. Exponential smoothing models are developed by a linear combination of 
time series and other variables. Kalman filtering use filtering techniques to reduce the noise in 
data to predict future load. When combined with Wavelet decomposition forecasting is 
improved further as it employ frequency component of data series as well. The ANN 
techniques have performed quite well for ELF. However, their main concern is data fitment. 
The NN employs layers of neurons and a large number of parameters that raise the concern 
over parameterization in performing the task. Large NN performs better in forecasting results,  
but the theory behind this remains a black box. 

Meteorological conditions also risk load forecasting. Although in today’s digital world,  
previous data and future weather forecasts are also available. Still, the unpredictability of the 
weather, humidity conditions plays a significant role in load forecasting. Then the socio- 
economic conditions of the consumers dictate the variability of load demands. One cannot 
consider the functions, gatherings, or other related activities at a specific place. Another 
important concern is about the transmission network dynamics. Equipment failures and 
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accidents make the power unavailable in one region, thus causing demand at another 
generating region. 

Technological advancements, especially in the form of renewable energies, have 
modified the dynamics of power sectors. The load forecasting will be an area of concern to 
fulfill consumer’s power requirements. Based on this study, the following areas are elaborated 
for future research: 

• Implement the techniques found during this study on the real-world load data 
to verify their performance. Challenges found in this study, like availability of 
data, weather constraints, diverse consumer power demand, etc., will be 
considered. 

• Increasing use of electric appliances and wide adoption of electrical 
transportation systems significantly impact electricity requirements. Load 
forecasting in this regard will enable power utilities to meet user’s load  
requirements. 

• Load forecasting is evolving day by day with the latest technological 
developments. The growing acceptance of renewable power generation 
systems, especially solar systems, makes users' load demand unpredictable. 
Research in renewable power generation and forecasting is also an area of 
interest for the future. 

• Study the feasibility of integrating renewable power generation systems into 
the main power grid. 

Conclusion. 

Meta-Analysis is carried out by studying 25 publications on ELF modeling proposed by 
researchers and compared with various other forecasting methods. The criterion for 
comparison is selected, including technique employed, data set used, overall methodology, 
performance, and MAPE measurement. The comparative results show that various non-linear 
factors play a significant role in ELF, importantly weather conditions. Few methods are 
preferred because of their fast computation power and linear relationship among variables. 
ANN and ARMA are found to be the best performing methods. ANN is mostly used when 
changes occur at a faster pace like frequent changes in weather or environmental conditions. 
However, with larger NN, the issues of data over fitment need to be taken into consideration. 
The ARMA models are attractive due to ease in their practical interpretation. They are usually 
criticized for their limitation to deal with non-linearity behavior of processes. 
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eat exchangers are employed in numerous applications of industry, automotive and 
air conditioning systems. The efficacy of heat exchangers depends upon various 
factors e.g., Reynolds number (Re) of the fluids, geometry of heat exchanging 

surfaces, and the Prandtl number of the cooling air. In this paper, the working of a crossflow 
heat exchanger with elliptical tubes is simulated numerically for 5000 < Re < 20000 at its 
maximum operating temperature of 323K. The tubes were arranged in a staggered way. The 
radical investigations were done at one-of-a-kind relative humidity ranges within the cooling 
air ranging from 0% to 80%. The relative humidity was modeled in the shape of mass fractions 
of water vapors in the air. The thermos-physical properties of dry and moist air were employed 
for the analysis. The impact of this changing of relative humidity on forced convection heat 
transfer of heat exchangers is examined in the form of percentage change in Nusselt number. 
With the increase in moisture content in the air, the Nusselt number was observed increased 
up to 4.5%. The paper provides a tool to analyze the Nusselt number of the elliptical-shaped 
heat exchanger while operating in moist atmospheric conditions. 
Keywords: Heat transfer; relative humidity; Nusselt number; Prandtl number and Reynolds 
number. 
INTRODUCTION 

Heat exchangers are used in numerous industrial applications to transfer heat from 
one fluid to another. The efficacy of the amount of heat transfer depends upon various factors 
including Reynolds number (Re), area of heat transfer surfaces, and Prandtl number (Pr) of 
air. The case in which heat transfer from the surface requires external means to move the fluid 

mailto:arshan721@yahoo.com


International Journal of Innovations in Science & Technology 

Dec 2021 | Vol 3|Special Issue Page | 85 

 

 

over it, is termed Forced Convection Heat Transfer (FCHT). For higher velocities, natural 
convection heat transfer through buoyant forces is considered negligible as compared to 
FCHT. Nusselt number (Nu) provides the means to access the temperature gradient in the 
non-dimensional form and in this paper, the Nusselt number presented depends only on 
forced convection. Heat exchanger used for the analysis is of crossflow type with a staggered 
arrangement of tubes having an elliptical shape. 

Different types of performance analysis with changing parameters have already been 
done on heat exchangers other than humid air, especially in forced convection mode. Suyi and 
Shizhou [1] devised correlations for Nu depending upon Reynolds and Prandtl numbers of air 
up to the longitudinal and transverse pitch (SL/ST) ratio of 4. Iskra and Simonson [2] 
developed a relationship for convective mass transfer as a function of Reynolds number and 
relative humidity in a rectangular duct. Reynoso-jardón et al. [3] numerically conducted an 
analysis of crossflow heat exchangers for increased heat transfer by varying the transverse and 
longitudinal pitches. Sayed Ahmed et al. [4] concluded that for a staggered wing-shaped bundle 
of tubes Nusselt number increases with Reynolds number and it reaches its maximum value 
with the angle of attack of 45 degrees. Kanthimathi et al. [5] numerically deduced that 
increasing the array of tubes has an increasing effect on heat transfer. Gharbi et al. [6] came 
up with an expression for Nusselt number based on Reynolds number for the range 
5000 < Re < 25000 under specified conditions. 

Still et al. [7] carried out experiments to calculate the effect of relative humidity on 
convective heat transfer of small cylinders in controlled conditions. They concluded that the 
relationship of heat transfer rates in dry and humid air is only a function of the molar fraction 
of water vapors in the air and does not depend on the Reynolds number and temperature of 
the air. Uguru-okorie and Ikpotokin [8] compared staggered and aligned tubes configurations 
for heat transfer rates experimentally and found an increase of 4.28% in a staggered 
configuration. Zhang et al. [9] numerically forecasted the change occurring in Nusselt number 
of natural convection heat transfer at different temperatures with relative humidity. Zukauskas 
& Ulinskas [10] presented the correlations for heat transfer and pressure drop for aligned and 
staggered crossflow heat exchangers in the range of 1000 <Remax< 2 × 106 with 0.7 <Pr< 
500 and ST/SL< 0.7. 

From the literature assessment, it could be deduced that elliptical-fashioned tubes 
provide better warmth transfer costs in comparison to other shapes at exceptional Reynolds 
numbers. Apart from other design and overall performance analyses, research for the impact 
of various air properties in terms of relative humidity on the elliptical-formed tubes heat 
exchanger is essential to gauge its performance in a damp ecosystem. 
This novel work gauges the efficiency in the form of exchange in Nusselt quantity of warmth 
exchangers due to trade in relative humidity of the cooling air on the most working 
temperature which the heat exchanger comes throughout at its operation. The trade that is  
predicted to come back relies upon the thermos-physical houses of air. The alternate has been 
investigated at the variety of maximum Reynolds numbers which the warmth exchanger comes 
to throughout some point of its operation i.e. 5000 < Re < 20000. 
PROBLEM SETUP 
Model Characteristics. The heat exchanger available in the facility has been used for the 
analysis. It is a crossflow heat exchanger with elliptical-shaped tubes with a staggered 



International Journal of Innovations in Science & Technology 

Dec 2021 | Vol 3|Special Issue Page | 86 

 

 

arrangement. The major and minor axis ratio of the tubes of the heat exchanger is 5.76. Heat 
exchanger has a total of 1140 × water tubes divided equally into two flow-pass configurations. 
The tubes are divided into 7 × staggered rows with transverse and longitudinal pitches 
mentioned in Figure 1. The air flows over the bank parallel to the longitudinal axis of the tube.  
The inlet air is uniform with constant dynamic viscosity and thermal conductivity as per the 
relative humidity [11]. 

 

Figure 1. Geometry details and boundary conditions. 
Boundary Conditions. The air outlet was ready as a pressure outlet. Symmetric boundary 
situations were carried out at the lateral obstacles of the area. The investigations were 
completed on the maximum air temperature of 323K which the warmth exchanger faces 
during its operation inside the facility. 323K was also set as the working temperature for the 
simulation. Thermo-bodily houses of air were also considered at an identical temperature [11]. 
The range of Reynolds number, already described, for the analysis encompasses the ambit of 
air velocities which heat exchanger faces in its operation. The relative humidity was introduced 
in the air in the form of mass fractions of water vapors using the species transport model in 
Ansys Fluent®. The variation of mass fraction of water vapors concerning relative humidity 
[12] at 323K is shown in Figure 2. 

 

Figure 2. Mass fraction of water vapors with respect to relative humidity in 
air at 323K. 
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Figure 3. Thermal conductivity of air at 323K 

 
 

Figure 4. Dynamic viscosity of air at 323K. 
To minimize the effect of turbulence on heat transfer, turbulence intensity was set to 

5% for all the cases of Reynolds numbers. At the measured water flow rate of 1.95 x 10- 
5m3/sec per tube and assuming the waterside temperature difference as 10K, the tube walls 
were kept at a constant heat flux of 11500 W/m2. Tubes walls were also applied with no-slip 
boundary conditions. Along with symmetric boundary conditions, lateral boundaries have zero 
diffusive flux. In the analysis, the air was treated as an ideal gas and its specific heat was 
calculated by applying the mixing law [13]. Thermal conductivity and dynamic viscosity of 
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humid air with different relative humidity levels [11] at 323K were shown in Figure 3 and 
figure 4 respectively. The fluid properties were considered constant at the specified humidity 
levels. Gravity was assumed to be acting in the direction of airflow while the buoyancy and 
radiation effects were neglected being minimal. 

Ansys Fluent® was used for solving the governing equations of the grid with 
quadrilateral volumes for this model to the minimal scaled residual level of 10-6. The pressure 
speed coupling approach with the okay-ε turbulence model was used to solve the 
computational grid because for fixing the elliptical bank of tubes, the prediction of the RNG 
model was far better than popular-ε turbulence models [14], so the former was used inside the 
analysis. The coupled scheme was used to clear up the discretized shape of equations. Second- 
order upwind method was followed for momentum and turbulent kinetic strength equations. 

The geometry was modeled using the two-dimensional based grid with y+ ≈ 1. To 
make sure that the solution was impartial of mesh size and density, a mesh independence test 

[15] was achieved for the calculation of the average Nusselt variety. In the mesh independence 
study, the solution becomes independent of the grid when the number of cells reaches 386869. 
The zoomed grid was depicted in Figure 5. 

 

 
Figure 5. Blow-up of a single tube in computational domain grid. 

The dimensionless temperature gradient on the surface due to convective warmness 
within the form of the Nusselt number is dependent on the Reynolds and Prandtl numbers 
[16]. A variety of literature on the effect of Reynolds numbers on the convective heat 
transfer of elliptical-shaped tubes is already available, so in this paper, the concentration is 
kept on the analysis of the influence of relative humidity on the Nusselt number of elliptical- 
shaped tubes heat exchanger. 

Before performing the analysis, the CFD model is validated with the one presented 
by Gharbi et al. [6] within the range 5000 < Re < 20000. During validation, the mass 
fraction of water vapors in the inlet is set to zero so that the heat transfer process involves 
dry air only. The comparison of the results is presented in Figure 6. Both the models show 
the same trend of rising in Nusselt number with the increasing Reynolds number with the 
maximum results' deviation of 7.5%. Contours of static temperature at 323K for the range of 
Reynolds number as displayed in Figure 8. depict the change in the thermal boundary layer 
with the change in Reynolds number, attributing to greater Nusselt numbers at higher 
velocities. 
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Figure 6. Model validation for Nu versus Re. 

METHODOLOGY FOR HEAT TRANSFER CALCULATIONS 
The amount of heat required to be dissipated from the water was calculated using 

the equation: 
𝑄 = 𝑚𝑤̇   𝑐𝑝𝑤∆𝑇𝑤 (1) 

where 𝑚 ̇ 𝑤 is the mass flow rate of water in a single tube in one pass, 𝑐𝑝𝑤 is the specific 
heat of water and ∆𝑇𝑤 is the temperature difference in the inlet and outlet of a water tube in 
one pass. 

The air side heat transfer coefficient ℎ̅ is calculated using the equation: 

𝑄 = ℎ𝐴∆𝑇𝑙𝑚 (2) 
Where 𝑄⁄𝐴 is the heat flux which is emitted by the water tube and ∆𝑇𝑙𝑚 is the log 

mean temperature difference which is calculated by using the equation: 

∆𝑇𝑙𝑚 = 
𝑇𝑎𝑖𝑛 

−𝑇𝑎𝑜𝑢𝑡 

𝑙𝑛( 
𝑇𝑎𝑖𝑛 −𝑇𝑤𝑎𝑙𝑙 ) 

𝑇𝑎𝑜𝑢𝑡−𝑇𝑤𝑎𝑙𝑙 

(3) 

Average Nusselt number is calculated for the bank of tubes to analyze the 
temperature gradient and amount of heat transfer from the equation: 

 
 

𝑁𝑢 = 
ℎ 𝐿𝑐

 

𝑘𝑎 
(4) 

Where 𝐿𝑐 is the characteristic length of the tube and 𝑘𝑎 is the thermal conductivity 
of air at that specified humidity level. 

Prandtl number is defined as the ratio of momentum diffusivity to thermal diffusivity 
and is given by the expression: 

𝑃𝑟 = 
𝑐𝑝𝜇

 
𝑘 

(5) 
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This percentage exchange of Nusselt number was computed as: 

% 𝐶ℎ𝑎𝑛𝑔𝑒 𝑖𝑛 𝐴𝑖𝑟 𝑁𝑢 = 
𝑁𝑢ℎ𝑢𝑚𝑖𝑑−𝑁𝑢𝑑𝑟𝑦 

× 100 (6) 
𝑁𝑢𝑑𝑟𝑦 

Results and Discussion 
Influence of Relative Humidity (Mass Fraction of Water Vapours) on Nusselt 
Number. 

In the analysis, as already stated, the relative humidity is simulated in the form of mass 
fractions of water vapors in the air. The greater the relative humidity, the greater will be the 
mass fraction. Mass fraction also depends upon the temperature of the air. Water content at 
higher temperatures will be more in the air as compared to the lower temperatures at the same 
humidity levels. However, for the case in this paper, the temperature of the inlet air is kept 
only at 323K. With the change in relative humidity, the thermophysical properties of the air 
were observed changed and thus the Prandtl number. 

Since the Nusselt number is depending on the Prandtl range, so it also adjustments 
with the trade-in relative humidity. In this paper, this alteration has been calculated numerically 
the usage of the CFD code within the shape of percentage exchange in Nusselt quantity for 
relative humidity from 0% to 80%. 

The share of relative humidity is numerous from 0% to eighty% with an increment 
of 20% at the range of the Reynolds range already mentioned. The results show that the 
Nusselt range are adjusted with the trade-in relative humidity. This transformation is attributed 
to the trade-in Prandtl wide variety of the air with the variant within the relative humidity. At 
323K, the functionality of air to preserve water content material increases significantly with 
the boom in the percentage of relative humidity. For that reason, growing the warmth switch 
coefficient of the air has increased the Nusselt variety. The same can also be defined from the 
fact that the molecular weight of the air with 0% humidity content material is greater than that  
of water vapors and with the aid of increasing the humidity ratio in the air, its molecular weight 
decreases and it will increase the Nusselt quantity. 

The change in molecular weight or density becomes more pronounced when the water 
content in the air increases. Thus, the change in Nusselt number becomes more pronounced at higher 
relative humidity levels. The percentage change in the Nusselt number concerning relative humidity at 
323K is presented graphically in Figure 7. 
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(a) Re 5000 

 

 
(b) Re 10000 

 
 
 
 
 
 

 
(c) 

Re 15000 

 

 
(d) Re 20000 

Figure 7. Change in Nu with relative humidity at 323K for different Re. 

(a) Relative Humidity 0% 
 
 
 

(b) Relative Humidity 80% 

Figure 8. Temperature contours for range of Re at minimum and maximum 
relative humidity levels at inlet temperature 323K. 

The heat transfer coefficient was observed increased with the increase in Reynolds 
number and relative humidity. For the range of Reynolds number selected for the study, the 
change produced in the Nusselt number due to the change in humidity content of air that was 
observed independent of Reynolds number. 
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Conclusion. 
Relative humidity affects the thermos-physical properties in the air, which influence 

the airside Nusselt number of heat exchanger. This effect has been calculated and analyzed 
using the CFD code at 323K on a crossflow heat exchanger with elliptical-shaped tubes 
arranged in a staggered fashion. Prandtl number changes with an increase in relative humidity 
of the air. From the analysis, it can be concluded that the change in Nusselt number due to 
the change in relative humidity in air does not depend on the Reynolds number. The Nusselt 
number changes up to 4.5% by increasing the relative humidity from 0% to 80% at 323K. The 
share exchange in Nusselt, wide variety with the increase in relative humidity will grow if the 
operating temperature is elevated because the ability of air to maintain water vapors increases 
with the temperature upward thrust. In similar manner, the proportion will lower upon 
lowering the running temperature. In the same way, the percentage will decrease upon 
lowering the operating temperature. 
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Abstract. 
In this paper, we learn about the control of open channel water glide under the flood 

routing conditions. Generally, for flood routing in rivers, the Saint-Venant equations will be used 
which can be solved by finite distinction method. Saint-Venant equations will be converted into 
nonlinear equations and will be solved using the Preissmann scheme in the finite difference 
method. Using the Newton Raphson method, the set of equations will be changed into linear 

equations and will be solved by the space method. Our aims are to the estimated zones of Saint- 
Venant equations for flood routing by using the finite difference method with over bank unsteady 
flow in an open channel. The effectiveness of this method to optimize the choice of finite 
difference method is more accurate than other methods having adequate space and time steps. 

 
Keywords: Flood routing; Saint-Venant equations; sprace method; over bank flow; hydraulic 
radius. 

 

1. INTRODUCTION 

Over the last two decades, the study of open channel water flow has become an active 
research area due to its numerous advantages. It has been extensively investigated by many 
researchers. The hydraulic and hydrological problems involved in the computation of flood waves 

are based on Saint Venant (SV) equations, the pair of continuity and momentum equations. This 
study is important in an open channel under non-uniform or unsteady flow. It is worth mentioning 
that in this case SV equations cannot be solved analytically. Stoker [1] obtained the approximate 
solution of SV equations using the explicit finite difference method described in [2]. Ooi and 
Weyer [3] described the control design for an irrigation channel derived from physical data. Many 
researchers have obtained approximate solution of SV equations in a particular case of open 

channels ([4], [5], [7], [8], [9], [10], [11], [12], [13] and [14]). In these models, river waves can 
be categorize as gravity, diffusion, or kinematic waves, that relates to exceptional types of 
momentum equations. 

The flood routing is fully based on the unsteady flow (long wave or surges) and the water 
storage equations. At the point of the channel, a flood hydrograph will find out from the well- 
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2 

known hydrograph at various points upstream or downstream via the known channel characters 

with the characteristics of side inflow or outflow between these two points. Nguyen and Kawano 
[15] obtained simultaneous solutions for flood routing in the open channel network by using the 

Preissmann method for their proposed model. Kazezylmaz-Alhan et al. [16] discussed the 
reliability of the finite difference method for solving proposed diffusion and kinematic wave 
equations that describe the overland flow. Kohne et al. [17] presented the diffusion and kinematic 
wave method for runoff and surplus computation. Das [18] presented the Muskingum model to 
find the flood path and obtained its coefficients by employing the optimization method. Sulistyono 

and Wiryanto [19] investigated the flood routing by dynamic wave model in the trapezoidal 
channels. 

The main objective of this paper is to develop a quantitative method for identifying river 
wave types in the case of flood routing with the overbank flow. Different theoretical cases relate to 
the ratios between the central channel and flooded location concerning breadth and glide will be 

analyzed. Moreover, we define the estimated zones of SV equations for flood routing by using the 
Preissmann method with over bank unsteady flow in an open channel. 

2. MATERIALS AND METHODS 

For flood routing issues like river waves and dynamic modeling of one-dimensional, the 
numerical answer of SV equations will be used. In the case of the flooded region in the river, let 

𝐵1 and 𝐵2 be the breath of the central channel and flooded region of the channel, respectively as 

given in Figure 1. Also let 𝐴1 and 𝐴2 be the cross-sectional area of the central channel and flooded 

region of the channel, respectively. 

Figure 1. Open Channel having two breaths and cross-sectional areas for flow. 

SV equations consist of two equations; continuity equation and momentum equation. The 
continuity (mass) equation is given as 

 
 

which further implies that 

𝜕𝐴2 
 

 

𝜕𝑡 

𝜕𝑄 
+ 

𝜕𝑥 
= 𝑞, 

𝐵 
𝜕ℎ 

+ 
𝜕𝑄 

  

= 𝑞. (1) 
2 𝜕𝑡 𝜕𝑥 

Whereas the momentum equation is given as follows: 

𝜕𝑄 
 

 

𝜕𝑡 

𝜕(
Q2

) 
+    A2 +g𝐴 ( 

𝜕𝑥 

𝜕ℎ 

𝜕𝑥 
+ 𝑆𝑓) − 𝑔𝐴2𝑆0 + 𝑞𝑉 = 0, 

𝜕𝑉𝐴 + 
𝜕(V2𝐴2) 

+gA2 (𝜕ℎ + 𝑆 ) − 𝑔𝐴 𝑆 
   

+ 𝑞𝑉 = 0, 
𝜕𝑡 𝜕𝑥 𝜕𝑥 𝑓 2  0 

𝐴 
𝜕𝑉 

+ 𝐴 
 

𝜕(𝑉2) 
+gA2 (𝜕ℎ + 𝑆 ) − 𝑔𝐴 𝑆 

  

+ 𝑞𝑉 = 0. 
2 𝜕𝑡 2  𝜕𝑥 𝜕𝑥 𝑓 2  0 

Thus, the momentum equation becomes 
𝜕𝑉 + 𝑉 

𝜕𝑉 
+g𝜕ℎ + 𝑔(𝑆 − 𝑆 ) + 

𝑞𝑉 
= 0, (2) 

    

𝜕𝑡 𝜕𝑥 𝜕𝑥 𝑓 0 𝐴2 
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  𝑓 

  𝑓 

where is the flow high (m), is the velocity of flow (m/s), is the acceleration due to gravity 

(m/s2), is energy line slope, is the slope of the riverbed, is discharge (m3/s), is the horizontal 

distance (m), is time (s) and the 𝑞 is a lateral inflow. 

To derive this system, a basic assumption will be made: that there is one-dimensional flow 
in both regions of the channel (central region and flooded region), and there is lateral inflow or  
outflow. 

Generally, the side channel will be rougher than the central channel. The velocity 𝑉 in the 

central region is greater than as compared to the flooded region. In this case, the Manning formula 

can be applied separately to both regions in determining the velocity of both channels. In this case, 

the manning formula might be applied one by one to every section in determining the velocity of 

the section. After that, the discharge in the section will be computed. The total discharge will be 

equal to the sum of these discharges. Since velocity 𝑉 in the central channel will be greater than 

the velocity in the flooded region so the component of discharge in the flooded area is small as 

compared to the discharge in the central channel; hence discharge 𝑄 can be approximated as 

follows. 

𝑄 ≈ 𝐴1𝑉, (3) 

where the cross-sectional area 𝐴1 depends on 𝑥 and 𝑡. As 

𝐴1 = 𝐵1ℎ. (4) 
Differentiating equation (3), we have 

𝜕𝑄 
=  

𝜕(𝐴1𝑉) 
  

= V𝜕𝐴1 + 𝐴 
 

𝜕𝑉 
 

 

𝜕𝑥 𝜕𝑥 𝜕𝑥 1 𝜕𝑥 

= V
𝜕(𝐵1ℎ) 

+ (𝐵 ℎ) 𝜕𝑉 
 

𝜕𝑥 1 𝜕𝑥 

= 𝐵 h𝜕𝑉 + (𝐵 ℎ) 
𝜕𝑉

. (5) 
1   𝜕𝑥 1 𝜕𝑥 

Substituting equation (5) in equation (1), we get 
𝐵 

𝜕ℎ 
+ (𝐵 𝑉) 

𝜕ℎ 
+ (𝐵 ℎ) 

𝜕𝑉 
= 𝑞, 

   

2 𝜕𝑡 1 𝜕𝑥 1 𝜕𝑥 

𝐵 
𝜕ℎ 

+ 𝐵  (𝑉 
𝜕ℎ 

+ ℎ 
𝜕𝑉

) = 𝑞 
   

and so, 

2 𝜕𝑡 1 𝜕𝑥 𝜕𝑥 

𝐵2 𝜕ℎ 
+ 𝑉 

𝜕ℎ 
+ ℎ 

𝜕𝑉 
= 

𝑞 
. (6) 

𝐵1 𝜕𝑡 𝜕𝑥 𝜕𝑥 𝐵1 

If 𝜂 is the ratio of flooded region breath 𝐵 and central channel breath 𝐵 , that is, 𝜂 = 
𝐵2, then 

2 2 𝐵1
 

we obtain 

𝜂 
𝜕ℎ 

+ 𝑉 
𝜕ℎ 

+ 
𝐴1 𝜕𝑉 

= 
𝑞 

. (7)
 

𝜕𝑡 𝜕𝑥 𝐵1 𝜕𝑥 𝐵1 

Generally, in the momentum equation, the term will be calculated by the Manning formula. 

Since the velocity in the central region is greater than the velocity in the flooded region, thus the 
term of the Manning formula in the flooded region is smaller as compared to the central region of 
the channel. As 

2  1 

 

which implies that 

𝐴1𝑅3𝑆2 

𝑄 = , 
𝑛 

2  1 

 

and hence 

𝑉𝐴1 
𝐴1𝑅3𝑆2 

= , 
𝑛 

4 2    − 2 −𝑚 

𝑆f = (𝑉𝑛) 𝑅 3 = (𝑉𝑛) 𝑅 , 
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where 𝑅 is the hydraulic radius (m), 𝑛 is the coefficient of roughness and 𝑚 is constant (𝑚 = 
4 

) 
3 

and (ℎ << 𝐵1) is for large rivers. For central channel, the hydraulic radius is given by 

𝑅 =
   𝐵1ℎ    

= 
ℎ ≈ ℎ. (9) 

𝐵1+2ℎ 1+
2ℎ 

𝐵1 

Substituting equation (9) in equation (8), we get 

𝑆f   ≈ 𝑛2𝑉2ℎ−𝑚. (10) 
As Froude number is a dimensionless number which is used in hydrodynamics to specify that how 
a particular model works in relation to a real system, so 

𝑉 
𝐹 =   , 

√𝑔ℎ 
that is, 

 
Substituting equation (11) in (10) implies 

 
𝑔ℎ 𝐹2 = 𝑉2. (11) 

 
As 

 

 
so, we have 

 
 

𝜕𝑆𝑓 

𝜕𝑥 

𝑆𝑓 = 𝑛2𝑔𝐹2ℎ1−𝑚. 

 
= 𝑛2𝑔𝐹2(1 − 𝑚)ℎ−𝑚 

𝜕ℎ 
, 

𝜕𝑥 

𝜕ℎ 
= 

ℎ𝑚 𝜕𝑆𝑓 . (12) 
𝜕𝑥 𝑛2𝑔𝐹2(1−𝑚)   𝜕𝑥 

Using (12) in (2), the momentum equation becomes 
𝜕𝑉 𝜕𝑉 ℎ𝑚 𝜕𝑆𝑓 𝑞𝑉 

 
that is, 

𝜕𝑡 
+ 𝑉 

𝜕𝑥 
+ 

𝑛2𝑔𝐹2(1 − 𝑚) 𝜕𝑥 
+ 𝑔(𝑆𝑓 − 𝑆0) + 

𝐴
 = 0, 

𝜕𝑉  
+ 𝑉 

𝜕𝑉  
+ 

ℎ𝑚  𝜕𝑆𝑓  
+ 𝑔(𝑆

 
   

− 𝑆 ) + 
𝑞𝑉 

= 0, (13) 
 

𝜕𝑡 𝜕𝑥 𝛽   𝜕𝑥 𝑓 0 𝐴2 

where 𝛽 = 𝑛2𝐹2(1 − 𝑚). Continuity equation (7) and the momentum equation (13) provide the 
general form of SV equations with flooded region and the side channels rougher than the central 

channel. In such case, SV equations depends on parameter that appears in the continuity equation.  

In the particular case 𝜂 = 1, equivalent to flood routing with no overbank flow, was considered 
widely by Moussa and Bocquillon [12]. These two equations can be solved by using finite difference 
method. According to this method, Preissmann method is used to solve SV equations. 

3. RESULT AND DISCUSSION 

The Pressman model has a vast application in flood routing hydrograph in the open channel 

as given in Figure 2. 

 

Figure 2. Preissmann method 

By using above model, the time derivative is as follows 

2 
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1 1 

1 

𝜕𝑓  𝑘+1 f𝐤+𝟏−𝑓𝑘 𝑓𝑘+1−𝑓𝑘 

⃒𝑖 = ψ [ 𝐢+𝟏 𝑖+1] + (1 − 𝜓) ⌈ 𝑖 𝑖 ⌉. (14) 
𝜕𝑡 ∆𝐭 ∆𝑡 

Similarly, the space derivative is given as follow 
𝜕𝑓 𝑘+1 f𝑘+1−𝑓𝑘+1 𝑓𝑘   −𝑓𝑘

 

⃒𝑖 = 𝛼 [ 𝑖+1 𝑖 ] + (1 − 𝛼) ⌈ 𝑖+1 𝑖 ⌉. (15) 
𝜕𝑥 ∆X 

And the others terms are given as 
f𝐤+𝟏+𝑓𝑘+1 

 

 
𝑓𝑘 +𝑓𝑘 

∆𝑥 

𝑓 = 𝛼 [ 𝐢+𝟏 𝑖 ] + (1 − 𝛼) ⌈ 𝑖+1 𝑖 ⌉. (16) 
2 2 

In the SV equations; for the terms 𝜕ℎ and 𝜕𝑉 we will use equation (14), and for terms 𝜕ℎ , 
𝜕𝑡 𝜕𝑡 𝜕𝑥 

𝜕𝑆𝑓 and 𝜕𝑉 we will use equation (15), and for terms 𝐴1, V, 𝑞 , 
𝑉

 
  

and 𝑆 , we will use equation 
 

𝜕𝑥 
 

𝜕𝑥 𝐵1 𝐵1 𝐴2 
𝑓 

(16). The continuity equation (7), for 𝜓 = 1 becomes 
2 

hk+1 − ℎ𝑘 hk+1   − ℎ𝑘 V𝐤+𝟏 + 𝑉𝑘+1 𝑉𝑘 + 𝑉𝑘 
𝜂 [  i+1 𝑖+1 +   i 𝑖 ]  + [(𝛼)  𝐢+𝟏 𝑖 + (1 − 𝛼)  𝑖+1 𝑖 ] × 

2∆t 2∆t 2 
𝐴1 

 
𝐤+𝟏 

 
𝐴1 

2 
𝑘+1 

h𝐤+𝟏 − ℎ𝑘+1 ℎ𝑘 − ℎ𝑘 𝖥 ( ) 𝐵1 + ( ) 𝐵1 

[(𝛼)  𝐢+𝟏 𝑖 + (1 − 𝛼)  𝑖+1 𝑖 ] + I(𝛼) 𝐢+𝟏 𝑖  
∆x 
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( ) 

 

𝐴 𝑘 + ( ) 

∆𝑥 I 
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𝐤+𝟏 

 
 
 
 𝑘+1 
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𝑘 𝑘 
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𝐵1 𝑖+1 

2 

𝐵1 𝑖 ] × [(𝛼) 
V𝐢+𝟏

 
+ 𝑉𝑖 
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𝑉𝑖+1 + 𝑉𝑖 ] 
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𝖥 ( 

𝐤+𝟏 
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1
 

𝑘+1 
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(  ) 
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2 

𝐵1   𝑖 + (1 − 𝛼) 
𝐵1 𝑖+1 

2 

𝐵1 
𝑖 I = 0, 

I 
] 

which implies that 

𝜂[ℎ𝐤+𝟏 + ℎ𝑘+1] − 𝜂[ℎ𝐤 + ℎ𝑘] + 
∆𝑡 

𝛼2(V𝐤+𝟏 + 𝑉𝑘+1)(ℎ𝐤+𝟏 − ℎ𝑘+1) 
 

𝐢+𝟏 𝑖 𝐢+𝟏 𝑖 ∆𝑥 𝐢+𝟏 𝑖 𝐢+𝟏 𝑖 

+ 
∆𝑡 

𝛼(1 − 𝛼)(V𝐤+𝟏 + 𝑉𝑘+1)(ℎ𝐤 − ℎ𝑘) 
 

∆𝑥 𝐢+𝟏 𝑖 𝐢+𝟏 𝑖 

+ 
∆𝑡 

𝛼(1 − 𝛼)(V𝐤 + 𝑉𝑘)(ℎ𝐤+𝟏 − ℎ𝑘+1) 
 

∆𝑥 𝐢+𝟏 𝑖 𝐢+𝟏 𝑖 

+ 
∆𝑡 

(1 − 𝛼)2(V𝐤 + 𝑉𝑘)(ℎ𝐤 − ℎ𝑘) 
 

∆𝑥 
∆𝑡 

 
𝐴1 

𝐢+𝟏 

𝐤+𝟏 

𝑖 

𝐴1 
𝐢+𝟏 𝑖 

𝑘+1 
+ 𝛼2 (( ) 

  

+ ( ) 
 

) (V𝐤+𝟏 − 𝑉𝑘+1) 
∆𝑥 
∆𝑡 

𝐵1 𝐢+𝟏  
𝐴1 

𝐵1 𝑖 

𝐤+𝟏 
 

𝐴1 

𝐢+𝟏 𝑖 
 

𝑘+1 
+ 𝛼(1 − 𝛼) (( ) 

  

+ ( ) 
 

) (V𝐤 − 𝑉𝑘) 
∆𝑥 
∆𝑡 

𝐵1 
𝐴1 

𝐢+𝟏 
𝐤 

𝐵1 𝑖 

𝐴1   
𝑘 

𝐢+𝟏 𝑖 

+ 𝛼(1 − 𝛼) (( ) 
  

+ ( ) 
 

) (V𝐤+𝟏 − 𝑉𝑘+1) 
∆𝑥 

∆𝑡 
𝐵1 
𝐴1 

𝐢+𝟏 
𝐤 

𝐵1 𝑖 

𝐴1   
𝑘 

𝐢+𝟏 𝑖 
 

1 𝐤+𝟏 

 
1 𝑘+1 

+ (1 − 𝛼)2 (( ) 
  

+ ( ) 
 

) (V𝐤 − 𝑉𝑘) − 𝑞∆𝑡𝛼 (( ) 
 

+ ( ) ) 
 

∆𝑥 𝐵1 
𝐢+𝟏 𝐵1 𝑖 

𝐢+𝟏 𝑖 𝐵1 
𝐢+𝟏 𝐵1 𝑖 

−𝑞∆𝑡(1 − 𝛼) ((
 1 

)
𝐤 

+ (
 1 

)
𝑘
) = 0. (17) 

𝐵1 𝐢+𝟏 𝐵1   𝑖 
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× [ 𝛼  ( 

+  1 − 𝛼  ( )] 

𝑘 

Finally, a function 𝑇𝑖 for interval 𝑖 will be obtained as follows. 
𝑇𝑖(ℎ𝑘+1, 𝑉𝑘+1, ℎk+1, V𝐤+𝟏) = 𝜂[ℎ𝐤+𝟏 + ℎ𝑘+1] + 𝜂𝐷1 

𝑖 

∆𝑡 
𝑖 

𝐴1 
𝐢+𝟏 

𝐤+𝟏 
𝐢+𝟏 

𝐴1 
 

𝑘+1 
𝐢+𝟏 𝑖 

∆𝑡 
+ 𝛼2 (( ) 

  

+ ( ) 
 

) (V𝐤+𝟏 − 𝑉𝑘+1) + 𝛼𝐷2(V𝐤+𝟏 − 𝑉𝑘+1) 
 

∆𝑥  
∆𝑡 

𝐵1 𝐢+𝟏 
𝐴1 

𝐵1 𝑖 

𝐤+𝟏 
 

𝐴1 

𝐢+𝟏 
 

𝑘+1 

𝑖 
 

∆𝑡 
∆𝑥 𝐢+𝟏 𝑖 

+ 𝛼𝐷3 (( ) 
  

+ ( ) 
 

) + 𝐷4 + 𝛼2(V𝐤+𝟏 + 𝑉𝑘+1)(h𝐤+𝟏 − ℎ𝑘+1) 
 

∆𝑥 𝐵1 𝐢+𝟏 𝐵1 𝑖 ∆𝑥 𝐢+𝟏 𝑖 𝐢+𝟏 𝑖 

+ 
∆𝑡 

𝛼𝐷 (h𝐤+𝟏 − ℎ𝑘+1) + 
∆𝑡 

𝛼𝐷 (V𝐤+𝟏 + 𝑉𝑘+1)+𝐷 
  

− 𝐷 
∆𝑥 5 𝐢+𝟏 𝑖 ∆𝑥 6 𝐢+𝟏 𝑖 7 8 

− 𝑞∆𝑡𝛼 ((
 1 

)
𝐤+𝟏 

+ (
 1 

)
𝑘+1

) = 0. (18) 
𝐵1 𝐢+𝟏 𝐵1   𝑖 

In equation (18), 𝐷1 to 𝐷8 are coefficients which are given below: 
𝐷1 = −h𝐤 − ℎ𝑘, 

𝐢+𝟏 𝑖 

𝐴1 
𝐤 𝐴1   

𝑘 

𝐷2 = (1 − 𝛼) ((
𝐵 

) + ( )  ), 𝐵 
1 𝐢+𝟏 1   𝑖 

𝐷3 = (1 − 𝛼)(V𝐤 − 𝑉𝑘), 
𝐢+𝟏 𝑖 

∆𝑡 
𝐷4 = 

∆𝑥 
𝐷2𝐷3, 

𝐷5 = 𝛼(1 − 𝛼)(V𝐤 + 𝑉𝑘), 
𝐢+𝟏 𝑖 

𝐷6 = (1 − 𝛼)(h𝐤 − ℎ𝑘), 

∆𝑡 
𝐷7 = 

∆𝑥 
𝐷5𝐷6, 

𝐢+𝟏 𝑖 
 
 

 

1   𝐤 

 

 
1  𝑘 

𝐷8 = 𝑞∆𝑡(1 − 𝛼) (( 
𝐵1 

) 
𝐢+𝟏 

+ ( )  ). 
𝐵1 𝑖 

Similarly, the momentum equation (13), for 𝜓 = 
1 

becomes 
2 

V𝐤+𝟏   − 𝑉𝑘 𝑉𝑘+1  − 𝑉𝑘 V𝐤+𝟏 + 𝑉𝑘+1 𝑉𝑘 + 𝑉𝑘 
[  𝐢+𝟏 𝑖+1 +   𝑖 𝑖  ] + [(𝛼)  𝐢+𝟏 𝑖 + (1 − 𝛼)  𝑖+1 𝑖 ] 

2∆t 

V𝐤+𝟏 − 𝑉𝑘+1 

2∆t 2 2 
𝑉𝑘 − 𝑉𝑘 

× [(𝛼)(  𝐢+𝟏 𝑖 ) + (1 − 𝛼)(  𝑖+1 𝑖 )] 
2 

1 (ℎ𝑚)𝐤+𝟏 + (ℎ𝑚)𝑘+1
 

2 
(ℎ𝑚)𝑘 − (ℎ𝑚)𝑘 

+ [(𝛼) ( 𝐢+𝟏 𝑖 ) + (1 − 𝛼) ( 𝑖+1 𝑖 )] 
𝛽 

𝐤+𝟏 
2 

𝑘+1 
2 

𝑘 𝑘 

( )  
(𝑆𝑓)

𝐢+𝟏
 

− (𝑆𝑓)
𝑖
 

∆x 
) + (1 − 𝛼) (

(𝑆𝑓)
𝑖+1 

− (𝑆𝑓)
𝑖 )] 

∆x 
 

𝐤+𝟏 𝑘+1 𝑘 𝑘 

−𝑔𝑆0 + 𝑔 [(𝛼) 

(
(𝑆𝑓)

𝐢+𝟏
 

+ (𝑆𝑓)
𝑖
 

2 ) ( ) 
(𝑆𝑓)

𝑖+1 
+ (𝑆𝑓)

𝑖
 

2 

 
𝑉 

𝖥 ( 
𝐤+𝟏 

) + ( 
𝑉
 

𝑘+1 
) ( 

𝑉 
) + ( 

𝑉 
) 1 

+𝑞 I𝛼 
I 
[ 

𝐴2 𝐢+𝟏 

2 

𝐴2   𝑖 + (1 − 𝛼) 
𝐴2 𝑖+1 

2 

𝐴2 
𝑖 I = 0, 

I 
] 

which implies that 

𝑘 
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+ ( ) + 𝐷 

𝑓 𝑓 

17 𝑓 𝑓 

∆𝑥 [V𝐤+𝟏 + 𝑉𝑘+1] − 
∆𝑥
 [V𝐤 + 𝑉𝑘] + 

1 
𝛼2(V𝐤+𝟏 + 𝑉𝑘+1)(V𝐤+𝟏 − 𝑉𝑘+1) 

 

𝑔∆𝑡 𝐢+𝟏 𝑖 𝑔∆𝑡 𝐢+𝟏 𝑖 𝑔 𝐢+𝟏 𝑖 𝐢+𝟏 𝑖 

+ 
1 

𝛼(1 − 𝛼)(V𝐤 + 𝑉𝑘)(V𝐤+𝟏 − 𝑉𝑘+1) + 
1 

(1 − 𝛼)2(V𝐤 + 𝑉𝑘)(V𝐤 − 𝑉𝑘) 
  

𝑔 𝐢+𝟏 𝑖 𝐢+𝟏 𝑖 𝑔 𝐢+𝟏 𝑖 𝐢+𝟏 𝑖 

+ 
1 

𝛼(1 − 𝛼)(V𝐤 + 𝑉𝑘)(V𝐤+𝟏 − 𝑉𝑘+1) +  
1

 
 

𝛼2((ℎ𝑚)𝐤+𝟏 + (ℎ𝑚)𝑘+1) 
𝑔 𝐢+𝟏 𝑖 𝐢+𝟏 𝑖 𝑔𝛽 𝐢+𝟏 𝑖 

𝐤+𝟏 𝑘+1 1 × ((𝑆 ) − (𝑆 ) ) + 𝛼(1 − 𝛼)((ℎ𝑚)𝐤+𝟏 + (ℎ𝑚)𝑘+1) ((𝑆 )
𝐤 𝑘

 

𝑓 𝐢+𝟏 𝑓   𝑖 
 

 

𝑔𝛽 𝐢+𝟏 𝑖 𝑓 𝐢+𝟏 
− (𝑆𝑓)

𝑖 
) 

+  
1   

𝛼(1 − 𝛼)((ℎ𝑚)𝐤 + (ℎ𝑚)𝑘) ((𝑆 )
𝐤+𝟏 

− (𝑆 )
𝑘+1

) +   
1

 
 

(1 − 𝛼)2 
𝑔𝛽 𝐢+𝟏 𝑖 𝑓 𝐢+𝟏 𝑓   𝑖 𝑔𝛽 

× ((ℎ𝑚)𝐤 + (ℎ𝑚)𝑘) ((𝑆  )
𝐤
 𝑘 2∆𝑥 𝑔𝑆 

 
 

𝐤+𝟏 𝑘+1 + ∆𝑥 𝛼 ((𝑆 ) + (𝑆 ) ) 
𝐢+𝟏 𝑖 𝑓 

𝐢+𝟏 
− (𝑆𝑓)

𝑖 
) −   

𝑔 0 𝑓  𝐢+𝟏 𝑓  𝑖 

 
𝐤 𝑘 𝑞∆𝑥 𝑉 𝐤+𝟏 𝑉   𝑘+1 

+ ∆𝑥(1 − 𝛼) ((𝑆𝑓)
𝐢+𝟏 

+ (𝑆𝑓)
𝑖 

) + 𝛼 (( 
𝑔 𝐴2 

) 
𝐢+𝟏 

+ ( ) ) 
𝐴2 𝑖 

+ 
𝑞∆𝑥 

(1 − 𝛼) (( 
𝑉 

)
𝐤 

+ ( 
𝑉 

)
𝑘
) = 0. (19) 

𝑔 𝐴2 𝐢+𝟏 𝐴2   𝑖 

Consequently, a function 𝑈𝑖 for interval 𝑖 will be obtained as follows. 

𝑈 (ℎ𝑘+1, 𝑉𝑘+1, ℎ𝐤+𝟏, 𝑉𝐤+𝟏) =   
∆𝑥 [V𝐤+𝟏 + 𝑉𝑘+1] + 𝐷 

𝑖 𝑖 
 

𝛼2 

𝑖  
𝐢+𝟏 

 
𝟐 

𝐢+𝟏 

 
2 

 

𝑔∆𝑡 𝐢+𝟏 𝑖 9 

+ ((V𝐤+𝟏) 
 + (𝑉𝑘+1 )) + 𝐷10(V𝐤+𝟏 − 𝑉𝑘+1) + 𝐷11(V𝐤+𝟏 + 𝑉𝑘+1) + 𝐷12 

𝑔 𝐢+𝟏 𝑖 𝐢+𝟏 𝑖 𝐢+𝟏 𝑖 

+   
1   

𝛼2((ℎ𝑚)𝐤+𝟏 + (ℎ𝑚)𝑘+1) ((𝑆 )
𝐤+𝟏 

− (𝑆 )
𝑘+1

) + 𝛼𝐷 
 

 
((ℎ𝑚)𝐤+𝟏 + (ℎ𝑚)𝑘+1) 

𝑔𝛽 
1 

𝐢+𝟏 

 
𝐤+𝟏 

𝑖 

 
𝑘+1 

𝑓 𝐢+𝟏 𝑓  𝑖 13 

 
𝐤+𝟏 

𝐢+𝟏 𝑖 

 
𝑘+1 

+ 
𝑔𝛽 

𝛼𝐷14 ((𝑆𝑓)
𝐢+𝟏

 − (𝑆𝑓)
𝑖
 ) + 𝐷15 + 𝐷16 + ∆𝑥 𝛼 

((𝑆𝑓)
𝐢+𝟏

 

+ (𝑆𝑓)
𝑖
 ) + 𝐷17 

𝑞∆𝑥 𝑉   𝐤+𝟏 𝑉   𝑘+1 𝛼  ( ) + ( ) 
   

= 0, (20) 
𝑔 𝐴2 𝐢+𝟏 𝐴2   𝑖 

18 

where 𝐷9 to 𝐷18 are given as: 

𝐷  = − 
∆𝑥 

[V𝐤  + 𝑉𝑘], 
 

9 𝑔∆𝑡 𝐢+𝟏 𝑖 

𝐷 =  
1 

𝛼(1 − 𝛼)(V𝐤  + 𝑉𝑘), 
 

10 𝑔 𝐢+𝟏 𝑖 

𝐷 =  
1 

𝛼(1 − 𝛼)(V𝐤  − 𝑉𝑘), 
 

11 𝑔 𝐢+𝟏 𝑖 

𝐷 = 
1 

𝛼2 [(𝑉𝑘 
𝟐 

− (𝑉𝑘 
2  

, 
12 𝑔 

1 

𝑖+1) 𝑖  ) ] 
 

𝐤 𝑘 

𝐷13 = 
 

 

𝑔𝛽 
(1 − 𝛼) ((𝑆 ) 

𝐢+𝟏 
− (𝑆 )  ), 

𝑖 

𝐷14 = (1 − 𝛼)((ℎ𝑚)𝐤 + (ℎ𝑚)𝑘), 

𝐷15 = 𝐷14𝐷13, 

𝐷16 = −2∆𝑥𝑆0, 

𝐢+𝟏 𝑖 
 
 
 

𝐤 𝑘 
𝐷 = ∆𝑥(1 − 𝛼) ((𝑆 ) 

𝐢+𝟏 
+ (𝑆 )  ), 

𝑖 
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1 

1  𝐢 1  𝐢 

𝑞∆𝑥 𝑉   𝐤 𝑉   𝑘 

𝐷18 = (1 − 𝛼) (( 
𝑔 𝐴2 

) 
𝐢+𝟏 

+ ( )  ). 
𝐴2 𝑖 

 

As in favor of each interval, the two vector functions and are the functions of four 

variables, namely. In the favor of each interval, we define two equations, and similarly, for 

intervals equation will arise. For each interval, we have a node. And for each node, there will be 

two unknowns (flow rate and depth), thus if there are unknowns, then two equations are formed. 

Thus, we will obtain two more equations from up and downstream conditions [20]. 

Finally, a system of nonlinear equations will be generated; to change the nonlinear 

equations to linear, we will use the Newton-Raphson method. According to this method, the 
derivative of functions is given as follows 

[(𝐵 )𝐤+𝟏]
2 

− (𝐴 )𝐤+𝟏 (
𝑑𝐵1)

𝐤+𝟏
   𝜕𝑇𝑖   

=  𝜂 + 
∆𝑡 

𝛼2 V𝐤+𝟏 − 𝑉𝑘+1 
 

 

1  𝐢 1  𝐢 𝑑ℎ   𝐢 

𝜕h𝐤+𝟏 ∆𝑥 [ 𝐢+𝟏 𝑖 ] [ [(𝐵 )𝐤+𝟏]
2 ]

 
𝐢 1 𝐢 

[(𝐵 )𝐤+𝟏 2 
− (𝐴 )𝐤+𝟏 (

𝑑𝐵1)
𝐤+𝟏

 

∆𝑡 
 

 

1  𝐢 ] 1  𝐢 𝑑ℎ   𝐢 ∆𝑡 2 
 

 

 
𝐤+𝟏 

 
𝑘+1 

+ 
∆𝑥  

𝛼𝐷3 [ (𝐵 )𝐤+𝟏 2 
] − 

∆𝑥 
𝛼
 [V𝐢+𝟏 − 𝑉𝑖 ] 

[ 1 𝐢 ] 
 

𝑑𝐵1 𝐤+𝟏 

∆𝑡 
− ∆𝑥 

( ) 
𝛼𝐷  + 𝑞∆𝑥𝛼 [    

𝑑ℎ    𝐢 ], 5 [(𝐵 )𝐤+𝟏 
2

 

 
that is, 

1  𝐢 ] 
 
 

(𝐴 )𝐤+𝟏 

 
 
 
 

𝑑𝐵1 

 
 
 
 

𝐤+𝟏 
  𝜕𝑇𝑖  ∆𝑡 1  𝐢 ( ) 𝑑ℎ ∆𝑡 

= 𝜂 + 𝛼2[V𝐤+𝟏 − 𝑉𝑘+1] [1 − 𝐢 ] + 
 

𝛼𝐷3 
 

𝜕h𝐤+𝟏 ∆𝑥 𝐢+𝟏 𝑖 [(𝐵 )𝐤+𝟏]
2

 ∆𝑥 
𝐢 

 
(𝐴 )𝐤+𝟏(

𝑑𝐵1)
𝐤+𝟏

 

1  𝐢  
 
 

𝐤+𝟏 
[1 − 1  𝐢 𝑑ℎ   𝐢 ] − 

∆𝑡 
𝛼2[V𝐤+𝟏 − 𝑉𝑘+1] − 

∆𝑡
 

  

𝛼𝐷 + [ 
𝑞∆𝑡𝛼 𝑑𝐵 ] ( ) . 

 

 

 
Also 

 

(21) 

[(𝐵 )𝐤+𝟏]
2

 ∆𝑥 𝐢+𝟏 𝑖 ∆𝑥 
5 

[(𝐵 )𝐤+𝟏]
2

 𝑑ℎ   𝐢 

(𝐵 )𝐤+𝟏 𝑑𝐴1 𝐤+𝟏 (  )𝐤+𝟏 𝑑𝐵1 𝐤+𝟏 

  𝜕𝑇𝑖  ∆𝑡 
 

 

1  𝐢+𝟏  ( 
𝑑ℎ 

)
𝐢
 − 𝐴1 𝐢+𝟏  ( 

𝑑ℎ 
) 

= 𝜂 + 𝛼2[V𝐤+𝟏 − 𝑉𝑘+1] [ 𝐢+𝟏 ] 
𝜕h𝐤+𝟏 ∆𝑥 𝐢+𝟏 𝑖 [(𝐵 )𝐤+𝟏]

2
 

𝐢+𝟏 

 
(𝐵 )𝐤+𝟏 

 
 

𝑑𝐴1 

 

𝐤+𝟏 
 

(  )𝐤+𝟏 

 
 

𝑑𝐵1 

 

𝐤+𝟏 

1 𝐢+𝟏 

∆𝑡 1 𝐢+𝟏 ( 
𝑑ℎ 

) − 𝐴1 𝐢+𝟏  ( 
𝑑ℎ 

) ∆𝑡 
+ 𝛼𝐷3  [

 𝐢 𝐢+𝟏 ] + 
 𝛼2[V𝐤+𝟏 − 𝑉𝑘+1] 

 

∆𝑥 [(𝐵 )𝐤+𝟏]
2

 ∆𝑥 𝐢+𝟏 𝑖 

 

𝑑𝐵1 

1 𝐢+𝟏 

𝐤+𝟏 

∆𝑡 
+ 

∆𝑥 

( ) 
𝛼𝐷 + 𝑞∆𝑥𝛼     

𝑑ℎ    𝐢 , 5 
[(𝐵 )𝐤+𝟏]

2
 

that is, 
1  𝐢  

(𝐴 )𝐤+𝟏 (
𝑑𝐵1 

 
 

𝐤+𝟏 
  𝜕𝑇𝑖  ∆𝑡 1 𝐢+𝟏 ) 𝑑ℎ 

= 𝜂 + 𝛼2[V𝐤+𝟏 − 𝑉𝑘+1] [1 − 𝐢+𝟏 ] 
 

𝜕h𝐤+𝟏 ∆𝑥 𝐢+𝟏 𝑖 [(𝐵 )𝐤+𝟏]
2

 
𝐢+𝟏 1 𝐢+𝟏 
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) . (22) 
[(𝐵 ) ] 

𝐢 

𝑖 𝑖 [(𝐴 ) ] 

𝑓 

𝑖 
𝑖 

𝑖 

𝐢 
𝑓 𝑓 

𝐢+𝟏 

𝜕ℎ 

)𝐤+𝟏 

𝑓 𝑓 

𝐢+𝟏 

(𝐴 )𝐤+𝟏 𝑑𝐵1 𝐤+𝟏 
∆𝑡 1  𝐢+𝟏  ( 

𝑑ℎ 
) ∆𝑡 ∆𝑡 

+ 𝛼𝐷3 [1 − 𝐢+𝟏 ] + 
 

𝛼2[V𝐤+𝟏 − 𝑉𝑘+1] + 
 

𝛼𝐷5 
 

∆𝑥 [(𝐵 )𝐤+𝟏]
2

 ∆𝑥 𝐢+𝟏 𝑖 ∆𝑥 
1 𝐢+𝟏 

+ [  𝑞∆𝑡𝛼 ] (
𝑑𝐵1 

𝐤+𝟏 
 

𝐤+𝟏 2 
1 𝐢+𝟏 

Similarly, we have 

  𝜕𝑇𝑖  

𝑑ℎ 
 
 

 
= − 

𝐢+𝟏 
 
 ∆𝑡 

𝛼2 (( 
 

 

 
𝐴1 

 
 
 

𝐤+𝟏 
) 

 
+ (

𝐴1
 

 

 
 
 

𝑘+1 
) ) − 

 

 
∆𝑡 

 
 

 
 

𝛼𝐷2 + 

 

 
∆𝑡 

 
 

 

 
𝛼2[h𝐤+𝟏 − ℎ𝑘+1] 

𝜕h𝐤+𝟏 ∆𝑥 𝐵1 𝐢+𝟏 𝐵1   𝑖 ∆𝑥 ∆𝑥 𝐢+𝟏 𝑖 

+ 
∆𝑡 

∆𝑥 
𝛼𝐷6, 

 

(23) 
 

   𝜕𝑇𝑖      = − 
∆𝑡     2 

 
 

 
𝐴1 

 
 

 
𝐤+𝟏 

 
𝐴1 

 
 

 
𝑘+1 

 
∆𝑡 

 
 

 
∆𝑡     2 

 
 

 
𝐤+𝟏 

 
𝑘+1 

 
∆𝑡 

 
 

𝜕h𝐤+𝟏 𝛼 ∆𝑥 ((  ) 𝐵 + (   ) 𝐵 ) − 
∆𝑥  

𝛼𝐷2 + 
∆𝑥 

𝛼 [h𝐢+𝟏 − ℎ𝑖 ] + 
∆𝑥 

𝛼𝐷6, (24) 
𝐢+𝟏 1 𝐢+𝟏 1   𝑖+1 

 
2 2 𝜕 𝑆 𝑘+1 

𝜕𝑈𝑖 
𝛼  
𝐤+𝟏 = ((𝑆𝑓) 

 

𝑘+1 − (𝑆𝑓) ) 𝑚(ℎ𝑚−1)𝑘+1 − 
𝛼
 ( 𝑓) 

((ℎ𝑚)𝐤+𝟏 + (ℎ𝑚)𝑘+1) ( 𝑖 ) 
𝜕h𝐤+𝟏 

 𝑔𝛽 𝐢+𝟏 𝑖 𝑖 
 
 

𝑘+1 

𝑔𝛽 𝐢+𝟏 
 
 

𝑘+1 

𝑖 

 
V𝐤+𝟏(

𝑑𝐴2 
𝐤+𝟏

 

𝜕ℎ𝑘+1 
 

𝑘+1 𝛼𝐷14 𝜕(𝑆𝑓)  𝜕(𝑆𝑓) 𝐢+𝟏 𝑑ℎ 
) 

+𝛼𝐷 (𝑚(ℎ𝑚−1) ) + 𝑖 +∆𝑥 𝛼 𝑖 − 𝐢+𝟏 . (25) 
13 𝑖 𝑔𝛽 𝜕ℎ𝑘+1 𝜕ℎ𝑘+1 𝐤+𝟏 2 

2 𝐢+𝟏 

As 𝑆𝑓 = 𝑛2𝑔𝐹2ℎ1−𝑚, we have 
𝑘+1 

 

that is, 

𝜕(𝑆  ) 
𝑖 

𝜕ℎ𝑘+1 = 𝑛2𝑔𝐹2(1 − 𝑚)(ℎ−𝑚)𝑘+1, 

𝑘+1 
𝜕(𝑆𝑓)   𝑖 = 𝑔𝛽(ℎ−𝑚)𝑘+1, 

𝜕ℎ𝑘+1 𝑖 

where 𝛽 = 𝑛2𝐹2(1 − 𝑚), and the above equation (25) becomes 
  𝜕𝑈𝑖  𝛼2 

 
 

𝐤+𝟏 𝑘+1  𝑘+1  𝐤+𝟏  𝑘+1  𝑘+1 

𝜕ℎ𝐤+𝟏 
= 

𝑔𝛽 
((𝑆 ) 

𝐢+𝟏 
− (𝑆 ) 

𝑖 
) 𝑚(ℎ𝑚−1)𝑖 − 𝛼2((ℎ𝑚)𝐢+𝟏 + (ℎ𝑚)𝑖 )(ℎ−𝑚)𝑖 

+𝛼𝐷 𝑚(ℎ𝑚−1)𝑘+1 + 𝛼𝐷 (ℎ−𝑚)𝑘+1 + ∆𝑥 𝛼𝑔𝛽(ℎ−𝑚)𝑘+1 −  V𝐤+𝟏

 

𝑑𝐴2)
𝐤+𝟏

. (26) 
 

 
 

Also 

13( 𝑖 ) 14 𝑖 

 
2 

𝐢+𝟏 ( 
[(𝐴2)𝐤+𝟏] 

 2 

𝑑ℎ 𝐢+𝟏 
 

 𝜕 𝑆 

 

 
𝑘+1 

𝜕𝑈𝑖 𝛼  
𝐤+𝟏 

= ((𝑆𝑓) 
 

𝑘+1 − (𝑆𝑓) ) 𝑚(ℎ𝑚−1)𝑘+1 + 
𝛼
 ( 𝑓) 

((ℎ𝑚)𝐤+𝟏 + (ℎ𝑚)𝑘+1) ( 𝑖 ) 
𝐤+𝟏 
𝐢+𝟏 𝑔𝛽 𝐢+𝟏 𝑖 𝑖+1 

 
 

𝑘+1 

𝑔𝛽 𝐢+𝟏 
 
 

𝑘+1 

𝑖 
 
 

V𝐤+𝟏 

 
 

𝑑𝐴2 

𝑘+1 
𝑖+1 

𝐤+𝟏 

𝛼𝐷14 𝜕(𝑆𝑓)  𝜕(𝑆𝑓) 𝐢+𝟏 ( ) 𝑑ℎ 
+𝛼𝐷13(𝑚(ℎ𝑚−1)𝑘+1) + 𝑖 + ∆𝑥 𝛼 𝑖 − 𝐢+𝟏 , 

 
that is, 
  𝜕𝑈𝑖  

 

 
𝛼2 

 
 

 
 
 
 

𝐤+𝟏 

𝑖+1 
 
 

 
𝑘+1 

𝑔𝛽 𝑘+1 
𝑖+1 

 
 

𝑘+1 

𝑘+1 
𝑖+1 

 
 

𝐤+𝟏 

[(𝐴2 

 
𝑘+1 

2 

𝐢+𝟏 ] 

 
𝑘+1 

𝐤+𝟏 
𝐢+𝟏 

= 
𝑔𝛽 

((𝑆 ) 
𝐢+𝟏 

− (𝑆 ) 
𝑖 ) 𝑚(ℎ𝑚−1)𝑖+1    + 𝛼2((ℎ𝑚)𝐢+𝟏 + (ℎ𝑚)𝑖 )(ℎ−𝑚)𝑖+1 

+𝛼𝐷 𝑚(ℎ𝑚−1)𝑘+1 + 𝛼𝐷 (ℎ−𝑚)𝑘+1 + ∆𝑥 𝛼𝑔𝛽(ℎ−𝑚)𝑘+1 −  V𝐤+𝟏

 
𝑑𝐴2 

 

 
 

𝐤+𝟏 . (27) 

13( 𝑖+1 ) 14 𝑖+1 𝑖+1 𝐢+𝟏 ( 
[(𝐴2)𝐤+𝟏] 

𝑑ℎ ) 
𝐢+𝟏 

2 

2 

𝑖 𝐢 

𝜕h 

𝜕ℎ 𝜕ℎ 

𝜕h 

𝑖 
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𝐢 𝐢 

𝐢 

In the similar way, the partial derivatives of remaining equations are 
  𝜕𝑈𝑖      = 

∆𝑥 
− 

2𝛼2 

V𝐤+𝟏 − 𝐷
 

  

+ 𝐷 +    
𝑞∆𝑥𝛼 

 

(28) 

and 

𝜕V𝐤+𝟏 𝑔∆𝑡 𝑔 𝐢 10 11 𝑔(𝐴2)𝐤+𝟏 

  𝜕𝑈𝑖      = 
∆𝑥 

+ 
2𝛼2 

V𝐤+𝟏 + 𝐷
 

  

+ 𝐷 + 
𝑞∆𝑥𝛼 . (29) 

𝐤+𝟏 
𝐢+𝟏 𝑔∆𝑡 𝑔 𝐢 10 11 𝑔(𝐴2)𝐤+𝟏 

As a result, in support of interval, equations can be produced. Hence, it is ample to get 
the other two equations from the upstream and downstream boundary conditions, so for all nodes, 
two unknowns and values will be obtained. The upstream borderline (node No. 1) may 

additionally be the inflow hydrograph, where is the discharge of influx hydrology, and the 
downstream boundary circumstance (node No.) may be the glide phase, the place is the overflow 
height, is the overflow coefficient factor, and is the weight. 
Thus, the downstream and upstream conditions are given as 

 

(ℎ𝐾, 𝑉𝐾) (ℎ𝐾+1, 𝑉𝐾+1) 

(ℎ1, 𝑉1) (ℎ2, 𝑉2) 
As 

𝑇0(ℎ1, 𝑉1) = 𝑄1 − 𝐴1𝑉1, (30) 

𝑇𝑘+1(ℎ𝑘+1, 𝑉𝑘+1) = 𝐴𝑘+1𝑉𝑘+1 − 𝐶𝑊(ℎ𝑘+1 − 𝐻)1.5. (31) 

The initial condition is the steady flow before the flood, so the partial derivative of equation (30) 
and (31) are 

𝜕𝑇0(ℎ1, 𝑉1) 
 

𝜕ℎ𝟏 

𝜕𝑇0(ℎ1, 𝑉1) 
 

𝜕𝑉𝟏 

= 
𝜕𝑄1 

𝜕ℎ1 

= 
𝜕𝑄1 

𝜕𝑉1 

− 
𝜕𝐴1𝑉1 

𝜕ℎ1 

− 
𝜕𝐴1𝑉1 

𝜕𝑉1 

= −𝑉 
𝜕𝐴1

 
1 𝜕ℎ1 

= −𝑉 
𝜕𝑉1

 

1 𝜕𝑉1 

, (32) 

 
= −𝑉1, (33) 

𝜕𝑇𝑘+1(ℎ𝑘+1, 𝑉𝑘+1) 
= 

𝜕ℎ𝟏 

𝜕𝐴𝑘+1𝑉𝑘+1 
 

𝜕ℎ1 

𝜕( 𝐶. 𝑊 (ℎ𝑘+1   − 𝐻)1.5) 
− 

𝜕ℎ1 
= 𝑉 

𝜕𝐴𝑘+1 − (1.5)𝐶𝑊 (ℎ − 
𝑘+1 𝜕ℎ1 𝑘+1 

𝐻)0.5, (34) 
and 

𝜕𝑇𝑘+1(ℎ𝑘+1, 𝑉𝑘+1) 
= 

𝜕𝑉𝒌+𝟏 

𝜕𝐴𝑘+1𝑉𝑘+1 
 

𝜕𝑉𝒌+𝟏 

𝜕( 𝐶. 𝑊 (ℎ𝑘+1   − 𝐻)1.5) 
− 

𝜕𝑉𝒌+𝟏 

= 𝐴𝑘+1 (35) 
To solve non-linear equations from (32) to (35), we will use the Newton-Raphson 

algorithm. 
The Newton-Raphson method is one of the most familiar iterative schemes used to solve non- 
linear equations. First, we will write given equations in vector form: 

𝑇𝑖(𝑥1, 𝑥2, … , 𝑥2𝑁) = 0, 

where 𝑖 = 1, 2, 3, … , 2𝑁, 𝑋 = (𝑥1, 𝑥2, … , 𝑥2𝑁)denotes the vector of unknown variables. By 
Taylor series expansion, we have 

2𝑁 

𝑇 (𝑥 + 𝛿𝑥) = 𝑇 (𝑥) + ∑ 
𝜕𝑇𝑖 

𝛿𝑥 
 
+ 𝑂(𝛿𝑥)2 

𝑖 𝑖  
𝑖=1 

𝜕𝑥𝑗 𝑗 

for 𝑖 = 1, 2, 3, … , 2𝑁. In the above equation, first partial derivatives form a Jacobian matrix. If 
we take 

𝜕V 
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1 1 

1 1 

1 1 

𝑖 𝑖 

𝑖 𝑖 

𝑖 𝑖 

 
 
 

then 

2𝑁 

𝐽 = ∑ 

𝑖=1 

𝜕𝑇𝑖 
 

 

𝜕𝑥𝑗 

𝑇𝑖(𝑥 + 𝛿𝑥) = 𝑇𝑖(𝑥) + J 𝛿𝑥𝑗 + 𝑂(𝛿𝑥)2. 

If we neglect higher order terms and set the left hand-side equal to zero, then we obtain a 
set of linear equations given by 

𝐽 𝛿𝑥𝑗 = −𝑇𝑖(𝑥). 

The above system of linear equations in matrix form can be further solved by using 

Gaussian elimination method or 𝐿𝑈 decomposition method for the unknown value of 𝑥, and 

hence the approximate solution is obtained by 

𝑥𝑛𝑒𝑤 = 𝑥𝑜𝑙𝑑  + 𝛿𝑥. 
The iteration procedure will be carried out until a reset convergence stage is achieved. Now in 

our case, we write our above-mentioned equations in the same way as above 
𝑇0(ℎ𝑛+1, 𝑉𝑛+1) = 0. 

1 1 

By Taylor series expansion, we can write as follows 

𝑇 (ℎ𝑛+1, 𝑉𝑛+1, ∆ℎ𝑛+1, ∆ 𝑉𝑛+1) = 𝑇 (ℎ  , 𝑉 ) + 
  𝜕𝑇0    

∆ℎ𝑛+1 + 
  𝜕𝑇0    

∆𝑉𝑛+1. 
0 1 1 1 1 0 1     1 𝜕ℎ𝑛+1 1 𝜕𝑉𝑛+1 1 

Put 𝑇0(ℎ𝑛+1, 𝑉𝑛+1, ∆ℎ𝑛+1, ∆ 𝑉𝑛+1) = 0 and let 𝑇0(ℎ1, 𝑉1) = 𝑡0, so the above equation will 
1 1 

become 
1 1 

 

𝑡  +
  𝜕𝑇0    

∆ℎ𝑛+1 + 
  𝜕𝑇0    

∆𝑉𝑛+1 = 0, 

 
that is, 

0 𝜕ℎ𝑛+1 1 𝜕𝑉𝑛+1 1 

  𝜕𝑇0  
∆ℎ𝑛+1 + 

  𝜕𝑇0    
∆𝑉𝑛+1 = −𝑡 . (36) 

 
Also, 

𝜕ℎ𝑛+1 1 𝜕𝑉𝑛+1 1 0 

𝑇𝑖(ℎ𝑛+1, 𝑉𝑛+1) = 0, 
𝑖 𝑖 

By the Taylor series expansion, we have 

𝑇 (ℎ𝑛+1, 𝑉𝑛+1, ∆ℎ𝑛+1, ∆ 𝑉𝑛+1) =  𝑇 (ℎ𝑛+1, 𝑉𝑛+1) + 
    𝜕𝑇𝑖     

∆ℎ𝑛+1 +
  𝜕𝑇𝑖     

∆𝑉𝑛+1 
𝑖 𝑖 𝑖 𝑖 𝑖 𝑖 𝑖 𝑖 𝜕ℎ𝑛+1 𝑖 𝜕𝑉𝑛+1 𝑖 

+
  𝜕𝑇𝑖     

∆ℎ𝑛+1 +
   𝜕𝑇𝑖     

∆𝑉𝑛+1. 
𝑛+1 𝑖 
𝑖+1 

𝑛+1 𝑖 
𝑖+1 

Put 𝑇𝑖(ℎ𝑛+1, 𝑉𝑛+1, ∆ℎ𝑛+1, ∆ 𝑉𝑛+1) = 0 and 𝑇𝑖(ℎ𝑛+1, 𝑉𝑛+1) = 𝑡𝑖, we get that 
𝑖 𝑖 𝑖 𝑖 𝑖 𝑖   𝜕𝑇𝑖   

∆ℎ𝑛+1 +
   𝜕𝑇𝑖     

∆𝑉𝑛+1 + + 
  𝜕𝑇𝑖     

∆ℎ𝑛+1 +
   𝜕𝑇𝑖     

∆𝑉𝑛+1 = −𝑡 . (37) 

𝜕ℎ𝑛+1 𝑖 𝜕𝑉𝑛+1 𝑖 𝑛+1 𝑖 
𝑖+1 

𝑛+1 𝑖 𝑖 
𝑖+1 

Similarly, we obtain the following equations 
  𝜕𝑈𝑖  

∆ℎ𝑛+1 + 
  𝜕𝑈𝑖    

∆𝑉𝑛+1 + + 
  𝜕𝑈𝑖    

∆ℎ𝑛+1 + 
  𝜕𝑈𝑖     

∆𝑉𝑛+1 = −𝑢 . (38) 

𝜕ℎ𝑛+1 𝑖 𝜕𝑉𝑛+1 𝑖 𝑛+1 𝑖 
𝑖+1 

𝑛+1 𝑖 𝑖 
𝑖+1 𝜕𝑇𝑁+1 

∆ℎ𝑛+1 + 
𝜕𝑇𝑁+1 

∆𝑉𝑛+1 = −𝑡 . (39) 
𝑛+1 1 
𝑁+1 

𝑛+1 
𝑁+1 

𝑁+1 𝑁+1 

In the above equation (36) to (39), 𝑡0, 𝑡𝑖, 𝑢𝑖 and 𝑡𝑁+1 be the values of 𝑇0, 𝑇𝑖, 𝑈𝑖 and 𝑇𝑁+1, 

respectively. Finally, we get a system of 2𝑁 + 2 equations and 2𝑁 + 2 unknowns, where 

unknowns are ℎ and 𝑉. The system of equations are transformed into the matrix form is as follows 

𝜕ℎ 𝜕𝑉 

𝜕ℎ 𝜕𝑉 

𝜕ℎ 𝜕𝑉 

𝜕ℎ 𝜕𝑉 
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The matrix elimination programs, such as Gaussian elimination or 𝐿𝑈 decomposition method 

will be used to solve the above given system. However, Fread [9] used the Sparse characteristics 
of the Jacobian coefficient matrix with maximum value are considered for consecutive elements 
and developed an effective algorithm to solve such kind of Ribbon matrix problem. No matter 
which solution is used to solve the matrix, it is ultimately the case. The step is to calculate the 

correction value of the unknown of the next iteration. Thus, we obtain the following 
𝑄𝑘+1 = 𝑄𝑘 + 𝛿𝑄𝑖, 

𝑖 𝑖 
ℎ𝑘+1 = ℎ𝑘 + 𝛿ℎ𝑗. 

𝑗 𝑗 

Numerical Experiment. The above method requires main and boundary conditions. The main 
condition is a stable flow before the flow change, where the upstream condition can be flooded 
hydraulic pressure, and the downstream boundary condition can be a displacement relationship. 
We consider a rectangular open channel with a length of 3 𝑘𝑚, a breath of 3 𝑚, having bed slope 
0.0005 and a Manning roughness coefficient at the beginning of the channel is 0.25. When the 

flood entered with the specified water level (in flow water level) with a spillway at its end having 
height of 1 𝑚, width of 15 𝑚, and coefficient factor 1.6. Then, the water level curve and flow water 
level on each point will be drawn at any time by the above method. For calculations, MATLAB 
software has been used. 

In Figures 3 and 4, the flow of water graph at 500 𝑚 and 1500 𝑚 in intervals from the flood 
beginning point has been drawn with Preissmann scheme. According to these figures, we observed 
that through the increase of distance from the starting point of flood, difference between results 
increases. 

 

Figure 3. Hydrographs computed at the 500 𝑚 distance from the flood start 

Figure 4. Hydrographs computed at the 1500 𝑚 distance from the flood start 
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4. Conclusion. 

We study the control of open channel water flow under flood routing conditions by 
employing the Saint Venant equations. The Saint Venant equations converted the structure of flow 
in the given channel into nonlinear partial differential equations which can be solve numerically by 
using numerical methods such as finite difference method and Newton Raphson method. By using 
this method, we develop iteration scheme to estimate the flow and height of water in the given 
channel. We also study the estimated zone of Saint-Venant equations for flood routing with over 
bank unsteady flow in the open channel. Some numerical experiments are also presented. 
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kin cancer is an uncontrolled development of abnormal skin cells potentially due to 
excessive exposure to sun, history of sunburns, less melanin, Precancerous skin lesions,  
moles, etc. This occur when unrepaired DNA damages the cells of the skin. It is one of 

the diseases that are viewed on its quick evolution and the most common type of cancer that 
endangers life. Researchers have implemented several machine learning and deep learning 
techniques for classification of skin cancer. In this research paper, different cancer categories 
are classified using significant attributes. We have used International Skin Imaging 
Collaboration (ISIC) dataset for classification purposes. This dermoscopic attributes dataset 
includes 1000 images and 10016 instances, seven categories, 5 features and 2 Meta attributes. 
We implemented K-Nearest Neighbor, Logistic Regression, Convolutional Neural Network, 
Naïve Bayes, and Decision Tree for classification and compared their performance. In order 
to implement classification algorithm, we used Orange which is an open-source machine 
learning, data mining, and data visualization toolkit. The models are evaluated based on 
matrices that include Accuracy, C. Automation, F1 score, Precision, Recall, and AUC. 
Furthermore, frequency of features is visualized using graphical method and the ROC analysis 
is also performed for the classifiers. It is observed that CNN technique provided the highest 
accuracy of 89% and the mentioned results are the highest results of classification with the 
state of the art techniques. For future, the improved and recent dataset and ensemble 
modelling techniques based on deep learning can used to enhance classification results. The 
research can also be extended for other cancer types using CNN. 
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INTRODUCTION 
Skin is the principal and greatest organ of the human body. Skin covers the bones, 

muscles, and all body parts. Even a small problem can lead to major damage. Various types of 
skin cancers may occur due to some infections. Usually, people visit the consultant when 
cancer reaches its critical stage and the patient may face trouble in recovering [1]. Skin cancer 
is an aggressive form of cancer amongst various types of cancers. The number of patients 
affected by skin cancer has risen to 53% over the last decade. In the United States, 01 in 52 
women, and 01 in 32 men were infected with melanoma, and approximately 10 million people 
have died from melanoma. Latest studies revealed that 98% of the patients who survive early 
identified with melanoma and only 17% survive when melanoma was left incurable at its initial  
level [2][3]. Approximately 178,560 new melanoma cases have been reported in the US since 
2018, including non-invasive 87,290 and invasive 91,270 cases. Furthermore, melanoma- 
related deaths have reached up to 9,320, which involves 3330 women and 5990 men [4], [5]. 
Figure 1. shows the different types of skin lesions. 

 
Figure 1. Skin lesion classification tree 

Skin cancer is categorized into seven forms. Actinic keratoses (akiec) Is a rough, scaly 
patch, which is commonly found at face, lips, and back. Basal Cell Carcinoma (BCC) is a 
category of a non-melanocytic malignant lesion. It is a public type, but the least dangerous 
form of a tumor. It grows slowly and is most common in areas of skin that is exposed to the 
sun more often like face. Mostly on the neck, skull, and upper torso. Squamous Cell Carcinoma 
(SCC) is mostly on dark skin color. It is mostly on the legs and feet. Benign keratosis (bkl) 
natural, harmless, non-cancerous growth on the skin is seborrheic keratosis. It occurs generally 
as a red, black, or brown growth on the back, arms, chest, or face, dermatofibroma (df) is a 
common type of benign skin tumor seen most often on the legs, small, slow-growing, typically 
firm, red-to-brown bump, Pigmented nevi (moles) are skin lesions that are generally black, 
brown or skin-colored, melanoma (melanoma), and vascular skin (vascular), is the most 
commonly diagnosed lesions in skin cancer. The physicians developed various strategies for 
skin lesion assessment comprising CASH, 7-point checklist, and ABCD rule [6]. 

ISIC database is the world’s biggest publicly available repository for dermoscopic 
images of skin lesions. In 2018 ISIC conducted an image analysis competition in which 
participants were to practice a dermoscopic image using the HAM 10,000 dataset to recognize 
one of seven classes: melanoma, melanocytic NV, bcc, actinic keratosis, bkl, df, and vascular 
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lesion [7]. This initiative is a follow-up to a similar approach last year, which was held in 
collaboration with the 2017 International Biomedical Imaging Symposium [8]. 

Dubal et al. [9] used a Neural Network and ABCD rule has been used to classify the 
image to a high degree of accuracy. Their techniques were applied as an expert software 
program, where users provide input in terms of cancer images and identified skin lesions are 
beginning or malignant. Farooq et al. [10] applied different algorithms on the different datasets 
and provided comparative analysis. They used SVM and NN classifiers to classify the 
segmented moles. R. Ashraf et al. presented the use of deep learning in their research work 
for the classification of skin cancer images in an effective way [11]. Mhaske et al. [12] compared 
different ML algorithms by using the ph2 dataset. They classified melanoma skin cancer on 
supervised and unsupervised Machine learning. Murthi et al. suggested a computer-aided 
melanoma skin cancer identification using ANN. They calculate accuracy on MATLAB and 
achieved the highest accuracy of 96%. Ramlakhan et al. [13] used the classical machine learning 
techniques to design a technique to classify benign and malignant lesions. When tests were 
conducted on 83 images, with an accuracy of 66.7 percent. Some scientists also focus on skin 
diseases other than skin cancer. AUR Butt et al. presented a computer-aided diagnosis for 
segmentation and classification of burnt human skin by using different machine learning 
algorithms by incorporating the comparison between all the used algorithms [14]. 

Islam et al. [15] concentrated on the development of a portable classification system 
for pigmented skin lesions. The classification system proposed for skin lesions uses image 
processing and artificial intelligence to evaluate the texture-based characteristics derived from 
the image of the disease. The arsenic detection accuracy and recall rates were 88% and 84%. 
A mobile-based optimization approach for the classification of benign and malignant lesions 
were implemented by Aleem et al. [16]. Trained and tested on the dataset, the smartphone app 
contained only 84 images. Research and testing on small dataset, results in 80% sensitivity and 
75% specificity. Hekler et al. [17] integrated human intelligence and artificial intelligence to 
identify skin cancer. Using 11,444 dermoscopic images a specific CNN was trained to classify 
skin lesion images into five groups. These images have also been classified by dermatologists, 
and it has been discovered that human and artificial intelligence combines to accomplish 
superior results. Their proposed methodology achieved 82.95% accuracy. Mobile phones are 
also utilized in the field to classify skin lesions. 

F. A. Khan et al. presented the use of deep convolutional neural networks in their 
research work for the segmentation and classification of burnt skin images of human beings 
[18]. One such attempt Ahmed et al. [19] did where 48,373 dermoscopic images were trained 
for binary classification of skin lesions using the Convolutional Neural Network model 
MobileNetV2. Using the qualified model, a skin lesion image with an accuracy rate of 91.33% 
was graded as benign or malignant. After the classification model was trained, an iOS-based 
mobile app was designed to assess its efficiency on unseen images. Abbas et al. [20] used the 
standard approach to machine-learning to identify benign and malignant skin lesions. 900 
images were included in their proposed approach. Second, segmentation of the image using 
an edge detection technique to remove the ROI. Texture-based characteristics were extracted 
and SVM was applied to them to achieve the overall classification mark and 99.02% accuracy 
was obtained. F. A. Khan et al. presented the use of DCNN for segmentation and depth 
classification of burnt human skin by claiming that their obtained results are the best and 
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highest results among the previous results of the state-of-the-art techniques of related works 
[21]. 

Deep learning methods are also being used for the classification of skin lesions by 
using pre-trained learning models. Mahbod et al. [22] have suggested a fully automated 
classification scheme. Features were produced using AlexNet [23], VGG16 [24], and ResNet- 
18 [25] in the implemented classification scheme, and passed for final prediction to the SVM 
classifier. The experimental classification scheme was tested on 150 images and the melanoma 
and seborrheic keratosis yielded a region under the curve of 83.83 % and 97.55% respectively. 
In this article, the flow is the programmer's design section in which the system's mathematical 
model that defines the console's input and the output state is clarified. The classification results 
obtained by these algorithms and their precision are also discussed. Finally, the results are 
discussed in terms of accuracy for various kinds of classifiers. 

In this work, we experimented with the ISIC 2018 dataset. The classification is 
performed using Convolutional Neural Network, Logistic Regression, K-Nearest Neighbor, 
Naïve Bayes, and Decision Tree. 
MATERIAL AND METHODS 
Dataset site 

HAM 1000 [8] (Human against a machine with 10000 images) released by International 
Skin Imaging Collaboration (ISIC) including 10016 instances. The dataset is a multi- 
classification with seven different labels. The main objective of using a dataset is to classify 
the different categories of skin cancer. It is publicly available for academics used to perform 
machine learning processes. The dataset consists of dermoscopic attributes. 40% dataset are 
considered as training and 60% are considered as testing. The dataset consists of 5 features 
and 2 Meta attributes. The description of data is defined in Table 2. 

Table 2. Dataset description. 
Dx Akies, bcc, bkl, df, mel, nv, vasc 

dx-type Confocal, consensus, follow-up, 
Histo 

Sex Female, male, unknown 
Age 25-80 

Localization Abdomen, acral, back, chest, ear, 
face, foot, genital, hand, lower 
extremity, neck, scalp, trunk, 

                            unknown, upper extremity  
 

Decision Tree 
Decision Tree (DT) is supervised learning among which one of the dissimilar methods 

is built for classification. It uses inductive reasoning to generate a tree structure in which each 
node indicates an attribute while the node’s each descending branch represents one of the  
possible outcomes for that attribute. Each node of the tree is the distinguishing equation when 
classifying all data. It is a common method that provides both classification and predictive 
function at the same time [15]. We applied DT for the classification of skin cancer by setting 
criterion gain ratio, highest depth of the tree measured as 100. The minimal instance in leaf 
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size = 2, and did not split the minimal size that is less than 5. DT showed an overall accuracy 
of 86%, precision 67%, and recall 70%. 
Naive Bayes 

Naive Bayes (NB) is essentially developed on the basis of base theorem that is used to 
test the theory of probability. It utilizes the theory of probability for data classification. The 
algorithm provides accuracy, precision, and recall rate were 87%, 66%, and 69% respectively. 
Logistic Regression 

Logistic Regression (LR) is a classification algorithm for Machine Learning employed 
to predict the probability of categorical dependent variables. We apply LR for skin cancer 
classification. We used ridge regularization (L2) and set the probability as 1. We achieved 88% 
overall accuracy by using logistic regression and 62% precision and 70% recall. 
Convolutional Neural Network 

A convolutional neural network is a kind of machine learning which consists of many 
neural network layers. Two different types of convolutional and pooling layer. The last stage 
is typically made by a fully connected layer. In our proposed method ReLU is an activation 
function and the learning rate is set 0.001. The maximum number of iterations was 200 and 
the number of hidden layer neurons was 100. CNN achieved the highest accuracy which is 
89% and is best among all. 
K-Nearest Neighbor 

K-Nearest Neighbor is also one of the supervised learning methods being used for 
classification problems. KNN selects data on the base of the k value of the nearest neighbor 
then decides the relevance with the given points. We apply K-Nearest Neighbor with k value 
5 and 40% data split for training and 60% for testing then made a 2-fold of cross-validation. 
By using KNN we achieved a precision of 67%, and recall 66%, whereas we achieved an 
accuracy of 81% by using the KNN algorithm. 
RESULT 

The proposed work has been evaluated using core i3 with 4 GB of RAM and developed 

using an open-source machine learning, data visualization, and data mining toolkit known as 
Orange (Version: 3-3.26.0). ISIC dataset was used for classification which contains 10016 
instances. Seven categories of skin cancer are used for classification. We have used multiple 

algorithms in our work for determining the cancer type classification, which is represented in 
Table 3. 

Table 3. An average accuracy of all model 
Model Accuracy C. 

Automation 
F1 Precision Recall 

KNN 81% 0.68 0.67 0.67 0.68 
Decision 
Tree 

86% 0.70 0.68 0.67 0.70 

Neural 
Network 

89% 0.70 0.67 0.65 0.70 

Naïve 
Bayes 

87% 0.69 0.67 0.66 0.69 

Logistic 
  Regression  

88% 0.70 0.65 0.62 0.70 
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The graphical representation of performance of algorithms is presented below in Figure 2. 

Figure 2. An average accuracy of all models 
Figure 3. shows ROC analysis for the algorithm implemented in this paper. 

Figure 3. ROC Analysis 
Figure 4 shows the visualizing frequencies of sex vs dx (a) and age vs dx (b). 
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Figure 4. Graphical method for visualizing frequencies. 

DISCUSSION 
We have observed that CNN offers the highest accuracy of 89% and has recall rate of 

0.70 which is similar decision tree and logistic regression. Meanwhile, all the other algorithms 
offer comparable accuracy. Logistic regression has the second highest accuracy of 88% while 
KNN provides the lowest accuracy for the classification, 81%. Moreover, CNN offers 
precession of 0.65 which is as average value when compared to the precision value of other 
algorithms. Decision tree and KNN provides the highest precision of 0.67. Furthermore, 
Decision tree, neural network and logistic regression has highest recall of 0.70. The F1 score 
is highest for decision tree which is perhaps due to the highest values attained by this classifier 
for recall and precision among other classifiers. 

The specificity and sensitivity of all classifier based on seven categories of skin cancer 
can be noted from the graphs in Fig 3.2. The X-axis shows that FP (specificity) and Y-axis 
shows TP (sensitivity). The visualizing frequencies of sex vs dx (a) and age vs dx (b) can be 
observed from Figure 3.3. In (b) age contain < 42 to > = 67. Nv affects a patient of male and 
female as compared to other categories. 
CONCLUSION 

This research article discusses the classification technique for skin cancer. The 
investigation was conducted on the Intel Core i3 CPU having 4GB of RAM. Orange v3-3.26.0 
has been used to examine & train the classification model. Few existing classification methods 
for the medical diagnosis of cancer patients have been discussed on basis of accuracy. Five 
machine learning technique was applied to the ISIC dataset. The results showed that CNN 
outperforms other models. We achieved 89% accuracy to classify 7 categories of skin cancer. 
In future, recent and improved dataset can be used for achieving even better accuracy. 
Furthermore, ensemble models of deep leaning algorithms can also be used to enhance the 
performance of classification model. In addition to this, the proven classification algorithms 
can be used for detection of less common skin cancers like Kaposi sarcoma, Merkel cell 
carcinoma, Sebaceous gland carcinoma. 
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inite Impulse Response (FIR) filter model emulates the Inter Symbol Interference 
(ISI) in a wireless communication channel. An equalizer, typically an Infinite Impulse 
Response (IIR) filter, behaves as an inverse filter to the FIR filter to remove the 

effects of the ISI. IIR filters are generally avoided due to tractability issues, and an FIR filter, 
with an adaptive signal processing algorithm to minimize the error due to the ISI, is 
deployed at the receiver. However, the filter is observed to quickly reach a steady state where 
further iterations do not yield a reduction in the error. This can be attributed to relatively 
slow variations in the steady state error which prevent further reduction of the errors. This 
work focuses on converting the low frequency error variations to high frequency variations 
by the use of multirate signal processing. As such, the steady state error can be damped as 
well, providing further reduction in the error and an enhanced adaptive filter performance. 
Keywords: adaptive; filter; ISI; multirate; equalization. 
INTRODUCTION 

It has been well established that in order to remove the effects of ISI, an equalizer 
has to be employed at the wireless communication receiver [1]. Two choices are available in 
this regard: an FIR filter and an IIR filter. FIR filters are preferred over IIR filters due to 
their simplicity and ease of implementation. However, FIR filters are unable to sufficiently 
minimize the error due to ISI, and a certain allowance has to be made for the magnitude of 
error in order to deploy and reap the benefits of FIR filters at the wireless communication 
receiver. 

A well-known criterion for making such an allowance is the Minimum Mean Square 
Error (MMSE) criteria [2]. Many adaptive signal processing algorithms are available that try 
to reduce the error based on the MMSE criteria. Least Mean Square Algorithm (LMS), 
Normalized LMS algorithm (NLMS), and Recursive Least Squares algorithm (RLS) are 
popular in this regard [3,11]. These algorithms are distinguished by their implementation 
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complexity and convergence speed, but an exclusive focus on the error analysis is not always 
to be found. 

In iterative solvers, the error is observed to settle into a steady state after rapid initial 
convergence, where further iterations do not yield significant reduction in MSE [12]. This 
can be attributed to the ill-conditioning of the input covariance matrix, arising due to the 
disparity in the magnitude of its eigenvalues. Error associated with small magnitude 
eigenvalues dampens quickly whereas the error associated with large magnitude eigenvalues 
tends to linger on. Further observed is the frequency of the eigenvectors associated with 
large magnitude eigenvalues, which is relatively lower compared to the frequency of 
eigenvectors associated with small magnitude eigenvalues. These two factors, i.e., relatively 
large magnitude of an eigenvalue and the low frequency of its associated eigenvector, causes 
the MSE to settle into the steady state early, where in further reduction in MSE with 
increased number of iterations is not possible. 

In this work, we proposed that the magnitude of larger eigenvalues can be reduced 
and the low frequencies of their associated eigenvectors can be converted to high 
frequencies by down sampling the error vector, wgicg will cause the error associated with 
large magnitude eigenvalues to dampen quickly as well. In this way, MSE can be reduced 
further and the filter convergence can be enhanced. This is the premise behind the presented 
work. 
EQUALIZATION IN WIRELESS COMMUNICATION SYSTEMS 
The equalization problem. Basic model of the equalization problem in a wireless 
communication system is depicted in Figure 1 [2]. 

 
 

 
Figure 1. Model of equalization problem. 

 
Output 𝑌 (𝑧) of a multipath channel 𝐻(𝑧) in the presence of Additive White Gaussian 

Noise (AWGN) 𝑁(𝑧) of zero mean and 𝜎2 variance can be expressed as: 
𝑌 (𝑧) = 𝐻(𝑧)𝑋(𝑧) + 𝑁(𝑧) (1) 

With the corresponding MMSE equalizer W (z) output being: 
𝜙𝑥𝑥(𝑧)𝐻(𝑧−1) 

𝑊(𝑧) = 
𝜙𝑥𝑥(𝑧)𝜙ℎℎ(𝑧) + 𝜙𝑛𝑛(𝑧) 

(2) 

Such that𝜙𝑥𝑥(𝑧), 𝜙ℎℎ(𝑧), and 𝜙𝑛𝑛(𝑧) represent the power spectral densities of the input, 
channel, and noise respectively. MMSE equalizer endeavors retrieve 𝑋(𝑧) by minimizing the 

error between 𝑋(𝑧) and the equalizer output�̅�(𝑧). 
Adaptive solution to equalization problem. Adaptive solution to the equalization 
problem is depicted in Figure 2. 
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Figure 2. Modified equalization model. 
 

An adaptive Wiener filter provides the ratio of the cross power spectral density 𝜙𝑥𝑦(𝑧) to 

the auto power spectral density 𝜙𝑦𝑦(𝑧) [2]: 
𝜙𝑥𝑦(𝑧) 

𝑊(𝑧) = 
𝜙𝑦𝑦(𝑧) 

(3) 

Which, in time domain, can be written in the following matrix form: 
𝐰 = 𝐑−𝟏𝐩 (4) 

(4) Is known as the Wiener-Hopf equation [2]. 𝐰 Is the so-called Wiener filter and 
represents the desired response of the adaptive equalizer. 𝐑 = 𝐸{𝐲𝐲𝐇} Is the filer input 

autocorrelation matrix, and 𝐩 = 𝐸{𝐱𝐲𝐇} the input-output cross correlation vector. 
ANALYSIS OF ERROR 
Error controlling matrix. (4) Can be rewritten as: 

𝐌𝐰 = 𝐩 − 𝐑𝐰 + 𝐌𝐰 (5) 

Where 𝐌 represents the error controlling matrix. (5) can be rearranged as: 
𝐰 = (𝐈 − 𝐌−1𝐑)𝐰 + 𝐌−1𝐩 (6) 

𝐈 Represents the identity matrix. (6) can be iteratively solved as [2]: 

Or: 

Such that 𝐞[𝐧] = 𝐰[𝐧] − 𝐰, with 𝐰 representing the exact solution to (4). (8) Shows that 
the convergence of error depends on the eigenvalues of the error controlling matrix (𝐈 − 
𝐌−1𝐑). 

Computation of eigenvalues. Given that the equalizer 𝑊(𝑧) employed in Figure 2 is a 
two-tap filter, with the correlation factor𝛼, then 𝐑 in (4) can be represented as [2]: 

1 + 𝛼2 −𝛼 0 0 

[   −𝛼 1 + 𝛼2 −𝛼 0 ] 
⋮ ⋮ ⋱ ⋮ 
0 0 −𝛼 1 + 𝛼2 

 
(9) 

With𝛼 = 1, R can be viewed a second difference matrix with Dirichlet boundary 
conditions [12]. It has eigenvalues of the form: 

 

Where𝑗 = 1, . . . , 𝑁, such that 𝑁 represents the size and 𝜆𝑅 the 𝑗−the eigenvalue of the 𝐑 
matrix. Setting M = I in the error controlling matrix 𝐃 = 𝐈 − 𝐌−1𝐑 leads to the following 
expression for the eigenvalues: 

𝑗𝜋 
𝜆𝐷   = 2 cos ( ) − 1 

𝑗 𝑁 + 1 
(11) 

𝐰[𝐧 + 𝟏] = (𝐈 − 𝐌−1𝐑)𝐰[𝐧] + 𝐌−1𝐩 (7) 
 

𝐞[𝐧 + 𝟏] = (𝐈 − 𝐌−1𝐑)𝐞[𝐧] (8) 
 

𝑗𝜋 
𝜆𝑅   = 2 − 2 cos ( ) 

𝑗 𝑁 + 1 
(10) 
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𝑗 Maximum value of 𝜆𝐷 will be one when the cosine is zero, which is not satisfactory. 

In order for the error to converge, all the eigenvalues must be less than one. Selecting 

𝐌−1 = 𝐈/2 causes all the eigenvalues of D to be less than one. 
𝑗𝜋 

𝜆𝐷   = cos ( ) − 1 
𝑗 𝑁 + 1 

(12) 

First four eigenvalues of D computed from (12) are: cos(π/5) = 0.8090, cos(2π/ 
5) = 0.3090, cos(3π/5) = −cos(2π/5) = 0.3090, cos(4π/5) = −cos(π/5) = 
0.8090. Note that the lower frequency cos(π/5) has larger eigenvalue magnitude 

(0.8090) compared to the eigenvalue magnitude (0.3090) associated with the higher 
frequency𝑐𝑜𝑠(2𝜋/5). This will cause the higher frequency to dampen faster in iteration 
process. The lower frequency will dampen slowly and tend to linger on. If lower frequency is 
converted to a higher frequency, by the process of down sampling, it can be made to 
dampen faster like the higher frequency, and the convergence and the accuracy can be 
improved. The following general formula was derived for the eigenvalues of the error 
controlling matrix with an arbitrary value 𝛼: 

𝑗𝜋 (𝛼2 − 1) 
𝜆𝐷   = αcos ( ) − 

𝑗 𝑁 + 1 2 
(13) 

An eigen distribution of 𝐃 computed from (15) for 𝑁 = 10 versus 𝛼 is displayed in Figure 
3 for illustration. 

 

Figure 3. Eigen distribution of the error controlling matrix 𝐃 for𝑁 = 10. 
 

Computation of eigenvectors. The following general expression was derived for the 

eigenvectors of error controlling matrix 𝐃 with an arbitrary value𝛼: 

 

Eigenvector plot of 𝐃 (𝑁 = 10) versus different values of α is displayed in Figure 4. Note 

that the large eigenvalues are associated with low frequency eigenvectors, and vice versa. 

𝑗𝜋 
𝑣𝑗[𝑛] = sin 

𝑁 + 1 
𝑛 (14) 
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Figure 4. Eigenvectors of error controlling matrix 𝐃 with 𝑁 = 10 versus different 

values of𝛼. 
 

DOWNSAMPLING AND ANALYSIS OF DOWNSAMPLED ERROR 
Downsampling of eigenvalues. Now the error in (8) is downsampled by a factor of two, 
and the downsampled eigenvalues are compared with those of the original system(𝑁 = 
10, 𝛼 = 0.5). Downsampling is performed according to the following expression: 

𝑗𝜋 (𝛼2 − 1) 
𝜆𝐷   = αcos ( ) − 

𝑗 𝑁⁄2 + 1 2 
(15) 

Downsampling will reduce the eigenvalues to five in contrast to the original ten. A 
graphical comparison of the original and the down sampled eigenvalues is displayed in 
Figure 5, which shows that the magnitude of larger eigenvalues is considerably reduced after 
down sampling. 

Figure 5. Graphical comparison of the downsampled and original eigenvalues of the 
error controlling matrix for𝑁 = 10, 𝛼 = 0.5, and downsampling factor of2. 
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Analysis of downsampled error. R 
 

With𝐃 = 𝐈 − 𝐌−1𝐑. Alternatively for (16): 
𝒆[𝒏] = 𝑫𝑘𝒆[𝟎] (17) 

For𝑘 = 0: 
𝒆[𝟎] = 𝑐1𝒗𝟏 + 𝑐2𝒗𝟐 + ··· + 𝑐𝑛𝒗𝒏 (18) 

Multiplying (18) by𝐌: 
𝐌𝐞[𝟎] = 𝑐1𝐌𝐯𝟏 + 𝑐2𝐌𝐯𝟐 + ··· + 𝑐𝑛𝐌𝐯𝐧 (19) 

Leads to: 

Finally: 
 

Equation (21) shows that, for the error to dampen quickly, magnitude of the 
eigenvalues should be as small as possible; ideally, they must be zero. However, due to the 
poor conditioning of the input covariance matrix, a disparity can be found in the magnitude 
of eigenvalues. Large magnitude eigenvalues cause the error to enter into a steady state and 
prevent further reduction of MSE. The steady state error can be reduced by downsampling 
the error vector, which makes the associated eigenvalues to dampen quickly as well when 
their higher powers are taken in to account according to (21). A plot of the MSE achieved 
from the original and the downsampled error sequence is displayed in Figure 6. The plot 
confirms that the downsampled error reduces much faster than the original one. 

 

Figure 6. Comparison of the MSE achieved from the original and the downsampled 
error sequence. 

CONCLUSION 
An improvement in the error performance of adaptive wireless channel equalizer was 

found by downsampling the error vector by a factor of two. The improvement was 
demonstrated analytically and numerically. Further possibilities for improvement in error 

e-writing (8) as: 
𝒆[𝒏 + 𝟏] = 𝑫𝒆[𝒏] 

 
(16) 

 

𝐌𝐞[𝟎] = 𝑐1𝜆1𝐯𝟏 + 𝑐2𝜆2𝐯𝟐 + ··· + 𝑐𝑛𝜆𝑛𝐯𝐧 (20) 

 
𝐌𝐤𝐞[𝟎] = 𝑐1𝜆𝑘1𝐯𝟏 + 𝑐2𝜆𝑘2𝐯𝟐 + ⋯ + 𝑐𝑛𝜆𝑘𝑛𝐯𝐧 (21) 
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performance of adaptive equalizer can be explored by increasing the downsampling factor 
beyond two. 
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he main aspect of maintaining the roads and highways' durability and long life is to 
detect potholes and restore them. A huge number of accidents occur on the roads 
and highways due to the pothole. It also causes financial loss to vehicle owners by 

damaging the wheel and flat tire. For the strategies of the road management system and ITS 
(Intelligent Transportation System) service, it is one of the major tasks to quickly and 
precisely detect the potholes. To solve this problem, we have proposed a deep learning 
methodology to automatically detect and segment the pothole region within the asphalt 
pavement images. The detection of the pothole is a challenging task because of the arbitrary 
shape and complex structure of the pothole. In our proposed methodology, to accurately 
detect the pothole region, we used RetinaNet that creates the bounding box around the 
multiple regions. For the segmentation we used Conditional Random Field that segments the 
detected pothole regions obtained from RetinaNet. There are three steps in our 
methodology, image preprocessing, Pothole region localization, and Pothole segmentation. 
Our proposed methodology results show that potholes in the images were correctly localized 
with the best accuracy of 93.04%. Conditional Random Fields (CRF) also show good results. 
Keywords: RetinaNet, Pothole Segmentation, Conditional Random Fields (CRF), CAD 
tool, Region proposal. 

INTRODUCTION 

Road Maintenance is essential, especially in developed countries. The highway system of 
a developed country contains thousands of centerline kilometers of pavement. Such systems 
consist of asphalt, concrete, or composite pavements ranging in condition, age, and 
performance. Pavement distress is defined as a disorder of pavement structure that reduces 
serviceability or leads to a reduction in serviceability. Pavement distresses contain symptoms 
indicating problems of deterioration like Rutting, Fatigue Cracking, Longitudinal Cracking, 
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Transverse Cracking, Block Cracking, Patches, and Potholes. Among all pavements, 
potholes are the most commonly damaging road conditions [1]. 

A pothole is a shallow or a deep hole in the pavement surface resulting from the loss of 
pavement surfacing material as shown in the diagram Figure. 1. it may be a Bowl-shaped 
hole of various sizes on the pavement surface. 
Potholes are a nuisance, especially in the developing world, and can often result in vehicle 
damage or physical harm to the vehicle occupants. Therefore, an automated process is 
needed for vehicles that would allow them to avoid accidents. 

Potholes in road surfaces are mostly caused by water as cracks that allow the water to 
seep through and mix with asphalt and it slowly creates the cavity underneath the crack. 
In a road maintenance management system, the assessment of road surface distresses is one 
of the important tasks for constructing repair and maintenance strategies. So, there is a dire 
need of a system for automatic detection. 

 

Figure 1. Road image(s) with Pothole [1] 
Over the past years, many road maintenance network programs have been 

established to check the ongoing performance of the road network, to determine further 
pavement conditions and check long-term needs, to support investment plans, make the 
decision, and to point out maintenance and restoration. Like many others, the transportation 
department of the United States established Long-Term Pavement Performance (LTPP) for 
data collection, storage, analysis, and product development of road networks [20]. LTPP is 
an ongoing and active program. In this program assessment of pavement surface is an 
important aspect that requires reliable quality measurements like cracks, potholes, etc. 

Broadly speaking, the assessment process of pavement condition is categorized into 
three major parts, the first part is data collection. Most of the data collection is done by 
vehicles that are equipped with video cameras for surface imaging. The second part is to 
identify and classify the type of distress like potholes, cracks, etc. The third and last part is to 
assess the distress. Also, Pothole detection techniques are further divided into three main 
categories [21] as follows: 
• 3D Reconstruction: Detection methods that are based on a 3D reconstruction of 
the pavement surface rely on 3D point clouds provided by either laser scanners or 
stereovision algorithms using a pair of video cameras. The 3D laser scanning systems can be 
further distinguished into time-of-flight scanners that employ reflected laser pulses to 
directly create 3D point coordinates and hybrid systems that use digital cameras to capture 
consecutive images of lines projected by infrared lasers. 
• Vibration-based approaches: In vibration-based accelerometers are used to access 
pavement conditions. These techniques lack accuracy and reliability and cannot be used at 
bridge expansion joints. 
• Vision-Based Approaches: These include the techniques that are based on image 
processing analysis by extracting and comparing the features. Various vision-based 
approaches have been studied for automating the detection of potholes. In [1], a supervised 
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approach for automated potholes is presented. This technique is based on pothole texture 
extraction and comparison where texture inside the pothole candidate is described and 
compared with the texture of the surrounding region. This implies the existence of several 
pothole texture samples through which the system is trained. The pothole is identified based 
on these training results. The dataset comprised of 120 images including both testing and 
training and reasonable accuracy was achieved. 

Another study [2] aimed to detect a variety of road related objects such as lanes, road 
signs, and potholes. This paper states that pothole is characterized by a distinctive black 
color on road and that can be predominant characteristics to detect pothole, but they didn’t 
achieve desirable results and more effective filtering was needed to improve the accuracy of 
the approach. 

Apart from that certain image processing technique was employed [3]. In which the 
images are collected by pining a camera on the front windscreen of a vehicle. The images 
were then converted into greyscale. Gaussian filter was applied as preprocessing step 
followed by canny edge detector to have a binary image. The binary image was dilated 
several times to remove the unwanted edges closed to the outer boundary. After that 
contour detection was applied to detect potholes which were then filtered out to discard 
those, that don’t meet the size constraint of potholes. This technique achieved a precision of 
81.8% and recall of 74.4%. 
In 2013 [4], an unsupervised method was presented which was based on spectral clustering, 
segmenting image, shape extraction followed by identification on the extraction of potholes 
based on seed points. Dataset was comprised of 50 images with single and multiple potholes 
and the technique was able to achieve the desired accuracy. 

Gabor filter can also be used [5] for road pavements detection in the time-frequency 
domain in which filter was convolved with input image being processed and the binary 
image was obtained by thresholding the real component of the input image. Different 
orientation of the Gabor filter was applied to obtain binary images and all of them were 
combined resulting in an output image that contained pavement detected area. 

Kanza Azhar et al [6] has presented Histogram of Oriented Gradients (HOG) 
features for the visual analysis of pavement images. Using HOG features pavement images 
and labeled as pothole and non-pothole images. And Normalized cut segmentation is used 
for localizing the pothole region in the pothole labeled images. HOG features and 
Normalized cut segmentation proved to be robust for the identification of pothole images. 
Dataset was comprised of 120 images and reasonable accuracy, precision, and recall was 
obtained. 

A pothole detection system has been developed in [7] in which the mean shift 
algorithm has been used with Gaussian kernels to remove speckle noise. The pothole 
damage detection technique is based on assuming that any dark strong edge in the image is 
considered as a pothole edge if it has certain size constraints. 

A novel framework has been proposed for segmenting road images in a hierarchical 
manner that can deal with several road defects. The experiments have shown that the 
approach has achieved satisfactory results on various road images [9]. 

For detecting and quantifying the pavement defects a depth sensor is used by 
Jahanshahi et al. [10]. In which pixels are classified as deep or flat using thresholding. Then, 
defective regions are described by using the maximum depth of the region. 
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The rate of creation and deployment of computer vision methods for civil 
engineering applications has been exponentially increasing. Koch et. al [11] presented a 
comprehensive survey of the state of the art in computer vision-based defect detection in 
asphalt civil infrastructure. 

 

Figure 2. The architecture of Proposed Methodology for pothole detection 
In 2019 [22], uses an open hardware device and a prototype to build an IoT-enabled 

device for potholes detection. In this paper, they have used a Raspberry pi board to build an 
interactive and context-aware system that can sense the surface in the physical environment. 
The system for pothole detection using Kinect sensor achieved 84% accuracy. 

In 2020 [23], uses a new 1500 image dataset of Indian roads for pothole detection. In this 
paper firstly the dataset was annotated and tested using YOLO (You Only Look Once), the 
dataset is also trained and tested on YOLOv3, YOLOv2, YOLOv3-tiny, and the result are 
compared. The model is tested on different pothole images and it detects with reasonable 
accuracy. The accuracy achieved by these networks are Yolov3 58.79%, Yolov2 64.05%, 
Yolov2 68.57%, Tiny Yolov3 72.12. 

In 2021[24] Surekha Arjapure presented a deep learning technique Mask Region-Based 
Convolutional Neural Network to detect and segment potholes and to calculate their area. 
They used a dataset of 291 images. Dataset has been collected manually on local roads of 
Mumbai city and nearby highways. An experimental result in this research gives an overall 
accuracy of 90% for pothole detection. 

Retina Net detector when trained and tested on the Koch et al [1] and (Zamir, 2014) 
dataset using the pre-trained models classify potholes with high precision and recall rate than 
all existing state of the art detectors. We have used the Conditional Random Field (CRF) 
semantic method for segmentation which is trained on the deeplabv3 model using the 
backbone pre-trained ResNet model. This method extracts the affected patches of asphalt 
surface more precisely with variable boundaries to recognize the pothole. In the previous 
works in this area of research, the potholecharacteristic retrieval is fully automated but 
natural weather conditions and environmental limitations are the difficulties of developing a 
fully automated pothole analysis system. The study specifies the research gapof robust 
techniques in real-time pothole detection. 
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Figure 3.Proposed methodology for localization and Segmentation of Pothole region 
In our proposed methodology firstly, we preprocess the images to refine the image 

quality. In data preprocessing, we have applied data augmentation techniques to increase the 
data set for better model learning at the training stage. After that, we trained the RetinaNet 
for potholes detection. Feature pyramid network used by retina net on top of the pre-trained 
model in a fully convolutional manner. This FPN layer enables the network to take an 
arbitrary size image and gives the result at multiple levels in the FPN layer in the form of 
proportionally sized feature maps. The top level of the feature map consists of grid cells that 
cover the large region of the image and suitable for the detection of large objects. This FPN 
is attached with two sub-networks, classification subnet and regression subnet, which helps 
the RetinaNet model to learn to detect the pothole region. When this trained RetinaNet 
model is applied to the test images, it localizes the pothole region with high precision of 
0.93. After the detection of the pothole, the localized region is processed through CRF to 
statistically segment the pothole, as shown in Figure 3. 
Material and Methods. 
Image Processing 

In the image preprocessing phase firstly, we have rescaled all the images. After rescale we 
have applied different data augmentation techniques to make out the best from the dataset. 
Random cropping center: We have cropped our images to make the pothole object in the 
center of the image to get better information about the pothole. 
Rotating the image: Changing the position of an object at a pivot point to some angle 
means the rotation of an image. The image with or without a pothole will look the same 
upon rotation and looks like that image is taken from a different angle. 
Mirroring: Mirroring is used to create a mirror image of the object. We have flipped the 
image in the horizontal position to enlarge the dataset. 
Salt and pepper noise: By changing the value of some of the pixels of an image from 0 to q 
we can add the salt and pepper noise. It will represent that image was taken on a dusty day. 
RetinaNet Based Pothole detection 

Different techniques have been explored regarding potholes detection. Keeping in view 
those techniques, we propose RetinaNet for Pothole detection as they are one stage 
detection model. It uses the Feature Pyramid Network (FPN)[12] to extract multiscale 
information and performs regression and classification box in one stage. It also used the 
focal loss method to improve the model’s performance by addressing the issue of class 
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imbalance. In our proposed methodology we have used different backbone models like 
Restnet101, Densenet169, Efficientnet82, and VGG19 for training and testing of the 
Retinanet model on our dataset. Retinanet model uses the FPN as the top backbone layer 
above these pre-trained backbone neural networks. 
Feature Extraction using Feature Pyramid Network (FPN) 

Many object detection techniques use sliding window operation to get the region of 
interest (ROI). Later these older techniques were replaced in deep learning like CNN with 
better accuracy and precision, but it is also extensive. Therefore, we used FPN as the 
backbone which extracts features from the image. It takes an arbitrary image as an argument 
and gives results in equally sized feature maps by combining the semantic strong features 
with low resolution and weak features with high resolution. As Potholes have variations in 
size and shape, FPN uses deep features for road damage detection and model these 
variations. FPN uses the Pothole’s color, intensity, and size at multiple levels for accurate  
and precise modeling and each layer as pothole local representation. FPN is attached with 
two sub-networks, classification subnet, and regression subnet. 
Classification subnet: The classification subnet uses the output of FPN to predict the 
object (Pothole class) at each spatial position for each anchor and K object classes. This 
subnet contains the four 3*3 convolution layers with D channel filters from pyramid level 
and each channel followed by ReLU activation. In the end, the Pothole area is classified and 
localized by using sigmoid activators. 
Box Regression Subnet: Regression is the subnetwork of the RetinaNet which is used for 
bounding box regression. Like classification subnet, it also uses the FPN’s output and is 
attached with each feature pyramid level. It works parallel with the classification subnet for 
localization, pothole area. It localizes the pothole area concerning the anchor box if the 
pothole exists in the image. 
Focal Loss 

Focal loss is designed to address the class imbalance that occurs in single object detection 
methods when the dataset has a large number of background classes and few foreground 
classes. Due to class imbalance, the training of the dataset becomes inefficient and reduces 
the model performance as most locations are shown negative which gave no useful signal. 
Focal loss is based on entropy loss and it is minimized by adjusting the gamma values while 
training the Pothole dataset [25]. 

CEtrp (pt) = -log (pt) (1) 
FLs(pt) = -(1 - pt) γlog(pt)  (2) 

Here CEtrp in (1) is the entropy loss and FLs in (2) is the focal loss. The gamma in (2) is 
the focusing parameter, its values range from 0 to 5. 
RetinaNet Training Parameters 

We have firstly trained our dataset on the retina net for accurate classification and 
localization of the pothole region in the image to get high accuracy. Secondly, we have used 
the RetinaNet to classify deep learning [7, 23]. We have used labeled ground truth in the 
training process of the deep learning network. RetinaNet model was pre-trained on the 
COCO dataset. To localize the pothole precisely, the RetinaNet was refined by using the 
parameters such as the learning rate which was initially set as 5, then 0.0001, and then change 
to 1 during training, 75 epochs, and 20,000 steps are used for training in RetinaNet. We 
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choose small anchor size 16 and skipped the biggest anchor of size 512 in our dataset to 
localize the pothole. 
Detection of Pothole at Test time 

To identify the pothole region in the images sigmoid cross entropy was used. The sigmoid 
layer is a nonlinear activation function, it changes the values which range between 0 and 1.  
To obtain the threshold confidence score, the obtained deep feature vector form image is 
passed to the sigmoid layer. At each feature pyramid network level, we have decoded box 
predictions. From these predictions, the top-level predictions are combined with non- 
maximum suppression along with a 0.5 threshold to get the final results of detections. 
Segmentation of Pothole using Conditional Random Fields (CRF) 

RetinaNet localizes the pothole region in asphalt surface images. We have used CRF to 
segment the pothole region so that we can detect the affected area of the asphalt surface. 
CRF is a type of discriminative undirected probabilistic graphical model that can represent 
the relationship between different variables [13]. CRF model helps us to use the observed 
one to estimate the unobserved ones. As this model creates the decision boundary between 
different classes, we have only two classes one is background class and the other is pothole 
class. To predict the pothole boundary, we have used the CRF model which gives better 
results than other state of the art methods. 

For using the CRF, we have used the output of the RetinaNet which was the localized 
region of the pothole. We cropped that localized region from the image and give it to the 
CRF for the image segmentation. CRF arranged the image data points as a graph. We 
suppose that the image is an undirected graph C= (V, E) where V is nodes and each node 
corresponds to variable Xi, and E is the edge set. Let n=|V| shows the number of nodes in 
the graph and I be the input variable which was the localized area of the pothole in our case 
and Y=(y1,y2,…,yN) be the random output variable which can be the segmented pothole 
region or can be the segmented non-pothole area where V=I 𝖴Y and every Yv(v € V) gets a 
value from possible discrete labels range, which is in our case is pothole or non-pothole. In 
CRF we assume that each output variable Yv when conditioned on the input variable ‘I’ will 
obey the Markov property [14]. 

P (Yv | I, Yw, w ≠ v) = p (Yv | I, bw, w € S(v)) (3) 
Where S(v) is a set of adjacent nodes and the (Y, I) is the input and output variable of 

CRF. In Pothole segmentation we used i € I represent the image that has to be segmented  
and y € Y represents the segmented results of the image for each ‘i’ pixel in the CRF graph. 
The basic objective is to solve energy function. 

E (y, i) = ∑i Ei (yi, ii) + ∑ij Eij (yi, yj ,ii, ii) (4) 
In this equation E(y,i) is the Energy function [15]. The CRF requires a mash of each 

original image to perform the coarse boundary refinement for each predicted mask to get the 
pothole segmentation final result. 
RESULTS AND EXPERIMENTS 

Evaluation Protocols 

The experiment was performed using a laptop with Intel(R) Core(TM) m3-7Y30 CPU @ 
1.00GHz and 1.61GHz, 8GB memory, and a 64-bit operating system. This algorithm was 
implemented on Google Colab using windows 10. More sophisticated, we used python 
APIs, on the Collaboratory using GPU: 1xTesla K80, compute 3.7, having 2496 CUDA 
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cores, 12GB GDDR5 VRAM, CPU: 1xsingle core hyperthreaded Xeon Processors 
@2.3Ghz i.e(1 core, 2 threads), 12.6 GB memory. 
Dataset 

The dataset we used to perform our experiments is provided by Koch [1] and the Go 
(Zamir, 2014) google street view dataset. 
Evaluation metrics 

For validating each phase of the proposed methodology following evolution metrics were 
used. 
Pothole detection 

Pothole region detection was performed by using the Retina Net interaction over union 
(IOU) as shown in eq (5). IOU is predicted and ground truth box overlapping criteria. For 
Pothole region detection IOU’s acceptable range is between 0.5 and 1, where from 0 to 0.3  
is the background region. In the (5) True Positive (TP) are the correctly predicted boxes and 
others are False Positive (FP) and FN is False Negative. 

IoU= 2* TP/ (TP+ FN +FP) (5) 
mAP= mean (Tp/Tp+Fp) (6) 

To evaluate the classification phase, the mean average precession (map) is used to compute 
the average precision of pothole detection/ classification. 
Pothole Segmentation 

For the evaluation of the segmentation phase, we have used the following parameters 
Accuracy (AC), Specificity (SP), Dice Score (DI), Sensitivity (SE), and Jaccard coefficient 
(JC). 

Ac = (tp +tn) / tp + fp+fn +tn (7) 
SP = tp / (tp + fp) (8) 
SE = tp / (tp + fn) (9) 
Di = 2 * (2 * tp / (fn + (2*tp) + fp)) (10) 
Jc= 2 * (tp / (tp +fn +fp)) (11) 
In these equations tp, tn, fp, fn represent true positive, true negative, false positive, and 

false negative pixels. In our case, the porthole pixel region is called true positive, so if the 
pothole is detected it’s the region of true positive pixels, other than it is the region of non- 
pothole pixels or background is true negative pixels. 
RESULTS AND DISCUSSION 

The obtained results from the proposed methodology for pothole detection and 
segmentation will be discussed in this section. 
Detection of pothole using RetinaNet 

In our proposed model, the probability to the pothole area and remaining background is 
assigned by the convolution layers extracted fields, so that our region of interest which is the 
pothole in our model can be detected. Feature pyramid network (FPN) generated the 
convolution features from the proposal region, the RetinaNet extracted those features and 
maps with the trained model so that it can classify the proposed region. 

In our proposed method, the pothole area was considered as positive and the rest of the 
image was considered as background or negative. For the pothole area detection, the IOU 
threshold is set to 0.5. The area which was below this threshold is considered as background 
or the negative class. If the threshold value was more than the threshold value it means a 
pothole was detected in the image other than that the region has not pothole if the IOU 
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threshold value is less than 0.3. The RetinaNet localized the pothole at the regression layer 
with a good map result shown in Table 2. The results in the form of images are shown in 
Figure 3. The detected pothole area is more precisely localized with the help of RetinaNet as 
shown in Figure 3. RetinaNet model was tested and trained using different pre-trained neural 
network models one by one and their map was calculated which is shown in Table 2. As the 
feature maps of Efficientnet82 and Mobilenet160 were different block by block, they didn’t  
perform well and showed a low map as shown in Fig 8 and Table 2. Densenet169 and Vgg19 
have shown better results in comparison with Mobilenet160 and Efficientnet82 but 
resnet101 has shown way better results than all of these models. The Resnet101 model has 
an activation function that connects it to FPN in RetinaNet[16]. Also, the Resnet101 model 
solves used the block of the residual network to solve the vanishing gradient problem so that 
feature maps can reach and jump over the layers it shows better results than other models.  
By seeing the results and the performance which shows that Resnet101 has high precision in 
localizing the Pothole region as shown in Table 2. 

 
Figure4. high scoring test samples of Pothole detection 

Table 1. Pothole localization mAP score using RetinaNet model with Resnet101 as the 
backbone 

Image Image1 Image2 Image3 Image4 Image5 Image6 Image7 mAP 

Precision 0.93 0.99 0.91 0.99 0.89 0.91 0.92 0.93 

Pothole Segmentation 

For the evaluation of the segmentation phase, an accurate pothole region was required. 
To obtain the pothole region from the images we have used Condition Random Field (CRF). 
The resultant image of CRF segmentation was visually similar to the pothole ground truth as 
shown in figure 4. The performance of the segmentation results was measured by computing 
SE, SP, AC, F1 score on all the testing images. The proposed methodology got average 
values of AC as 0.932, F1 score as 0.8624, SP as 0.962, SE as 0.912. We have also calculated 
the DI and JC at the pixel level. The value of DI is 0.912 and the value of JC is 0.896. We 
got better results of segmentation because the Retinanet localized the Pothole more 
accurately. 
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Figure 5. (a) input images, (b) are localized pothole region images, (c) are original ground 
truth masks and (d) are resultant segmented images 

Table 2 Different RetinaNet models mAP results 

Backbones  

mAP 

Resnet101  

0.934 

Vgg19  

0.893 

Densenet169  

0.856 

Efficientnet82  

0.814 

Mobilenet160  

0.764 

 

Comparative Analysis 

Comparison with other state of the art methods 

Our Proposed methodology has given better results with other state of the art 
techniques as shown in Table 3. The techniques used in this research have a lower average 
accuracy than our proposed methodology. Our methodology resulted in improved pothole 
localization by showing a pothole through its outline. Also, our proposed methodology 
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shows better results of segmentation than other state of the art techniques due to the good 
pothole region localization by using the RetinaNet model. 

Table 3 Comparison of Performance 
Method Accuracy Precision Recall 

Retinanet 0.93 0.89 0.85 

Koch et al. [1] 0.85 0.81 0.86 
Ryu et al. [17] 0.73 0.80 0.73 
Wang et al. [18] 0.86 0.83 0.87 

HOG Based 
Approach [19] 

0.90 0.86 0.94 

Reddy, D. R et al. 
[22] 

0.84 0.78 0.88 

Dharneeshkar et al. 
[23] 

72.16 0.76 0.4 

Surekha Arjapure et 
al.[24] 

0.90 0.88 0.83 

5. CONCLUSION 

In this paper, we have proposed a novel technique based on RetinaNet for accurate 
pothole localization and Conditional Radom Field for efficient and precise pothole 
segmentation. Our technique consists of three steps, image preprocessing in which data 
augmentation was done, Pothole localization, and Pothole segmentation. The localized 
region of the pothole was obtained by RetinaNet shows a good result as compared to other 
state of art methods by getting deep features, using that localized pothole region the CRF 
segmentation show improved performance. Our method detects the different types of 
potholes of asphalt surfaces by making the mechanism of training data efficient. The 
experiment was performed on the dataset provided by Koch and the google street view 
dataset. 
 

 

Figure 6. The area under the Precision-Recall 
curve for Pothole region separation 

 

 

Figure7. The area under the ROC curve 
for the Pothole Region Separation 
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Figure 8. mAP score of different Pretrained 
models on RetinaNet 
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ith the increase in the usage of electromagnetic devices, electromagnetic 
interference increased many folds. Frequency Selective Surface (FSS) provide 
effective shielding from unwanted frequency ranges. A thin, conformal band-stop 

FSS is presented in this research that provides effective electromagnetic shielding properties 
in X-band. The FSS acts as a band stop filter at 10 GHz. The proposed FSS has 54.7% 
fractional bandwidth. The design is of the dimensions 6.79 x 6.79 x 0.127 𝑚𝑚3, employing 
Rogers RT 5880 substrate with 0.0009 dielectric constant. It has an attenuation of at least - 
57.97 dB. The proposed FSS shows oblique incidence angle independence for both TE and 
TM modes, up to 60o scan angle. The incidence angle independence makes the FSS response 
stable for both normal and varying angles of the incident waves. The design has a copper 
cladding of 0.018 mm, making the overall FSS thickness of 0.145 mm. The thin substrate 
makes the design flexible and easily bendable for curved surfaces. Its thin structure makes it 
easily applicable on buildings, vehicles and military aircrafts for electromagnetic shielding 
purposes. The conformability and shielding properties make the design suitable for various 
other applications. 
Keywords: Frequency Selective Surface; X-Band; Electromagnetic Shielding; Flexible; 
compact. 

INTRODUCTION 

Rapid technological enhancements and the invention of smart devices have connected 
several devices with each other. This device-to-device connectivity and various other 
technologies like the Internet of Things (IoT), space communication and radars have increased 

the electromagnetic interference. 5G also aims to provide a huge data rate with less latency, 
[1,2] increasing the electromagnetic interference. X-Band (8-12 GHz) is one of the major 
contributors to increasing electromagnetic interference [3]. X-Band frequency ranges are 
immune to atmospheric attenuation which makes them ideal for weather monitoring and space 
communication. It has a shorter wavelength and higher image resolution for radar applications, 
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maritime traffic control and vehicle detection [4]. Electromagnetic interference causes serious 

threats to sensitive electronic systems, healthcare and military devices. The electromagnetic 
interference can be minimized by using effective shielding, for example metallic shields can be 
used for isolation from electromagnetic signals. But they block the desired electromagnetic 
radiations as well [5]. 

FSS provides effective shielding properties that can be used for shielding against the 

electromagnetic radiations owing to their selective filtering properties. FSS are periodic 
surfaces having identical elements in an infinite array arranged in one or two dimensions [6]. 
FSS has the capability of passing and blocking frequencies of desired range [7]. An array of 
periodic metallic patches or apertures on a dielectric substrate forms a frequency selective 
surface. The metallic apertures act as band pass filters, and the metallic patches act as bandstop 

filters at resonance frequency [8]. 
FSS can be used as polarizers, sub reflectors, filters, beam multiplexers in optical and 

microwave applications. Dual-band FSS for GSM shielding based on the paper substrate is 
presented to ensure effective shielding, having a low profile at affordable cost. A dual layer 
absorptive/transmissive FSS is proposed absorbing WLAN signals and transmitting GSM 
signals with reduced multipath fading [9]. FSS can be made electronically switchable by making 

it switch from transparent and reflection state. This makes it a spatial filter for reconfiguring 
building architecture [10]. FSS is known as spatial filters as they are different from classical 
filters. FSS deals with signals having different polarizations and angles of incidence [6]. Its 
capability to show a stable response for various incident angles for TM and TE modes makes 
it an excellent tool for use in Electromagnetic Compatible (EMC) applications, where 

polarization modes and angles are usually unknown [11]. A spiral slot frequency selective 
surface filter for shielding from undesired electromagnetic noise produced by wireless charging 
batteries is proposed in reference [12]. Spiral slot with seven to ten windings is cut on the 
metallic ground plane. The helical antenna is composed of five wire windings and the FSS is 
placed in between two helical antennas. FSS and Substrate Integrated Waveguide (SIW) 

technology is used for airborne radome applications [13,14]. 
The Electromagnetic Band Gap (EBG) structures can be used to suppress waves in 

the desired stop band. A hybrid of FSS and EBG is used to suppress surface waves [15]. 
Previously, multi-layer FSS was presented for shielding purposes in applications. Two FSS 
were cascaded using Koch fractal elements for shielding, and providing 20 dB attenuation with 

a wide stopband [16]. Multi-layer FSS structures needed to be carefully aligned and more FSS 
layers might cause processing errors [17]. Extremely High Frequency (EHF) ranges are used 
in transmitters of satellites, which increases the electromagnetic interferences and it can 
damage sensitive external transceivers. Due to a large number of transmitters and receivers 
outside the satellite, satellites can get interference from nearby transmitters. 2D cross-dipole 

FSS structure with specific stop band property can be used for shielding against out-of-band 
signals [18]. Miniaturized FSS for shielding in the millimeter wave region (40 – 70 GHz) is 
presented in reference [19]. The structure is single layered having Jerusalem cross and Fan 
shape etched on both sides of the substrate. It has a shielding effectiveness of more than 16 
dB and can be used for mutual coupling reduction. FSS is analyzed in terms of its S- 
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Parameters, polarization independence and shielding effectiveness. Various methods have 

been used for calculating the shielding effectiveness of an enclosure. The transmission line 
approach for calculating the shielding effectiveness of a double layer frequency selective 
surface enclosure, with different angles of incidence is much faster than other numerical 
methods [20]. 

FSS can be made flexible by using flexible substrate; it can provide conformal shielding 

by using it on curved surfaces. Stretchable FSS embedded with silicone elastomers are able to 
be wrapped on doubly curved surfaces [21]. FSS shielding for X band by using miniature ring 
shaped elements was proposed in [22]. Effective shielding in X and Ka bands were achieved 
by a single layer Ultra-Wide Band (UWB) polarization stable FSS [23]. Shielding in X-band is 
of immense importance as it is used for communication and radar engineering. Gas plasma 

encapsulated in FSS with switchable attenuation from 24dB to 44dB is used for 
electromagnetic shielding in X-band. This low loss device has three orders of structure and a 
large area that makes it useful for beam steering and RCS control as well [24]. Compact FSS 
structure consisting of eight segment polygon having an attenuation of 35dB is used and 
presented for effective shielding in X-band. The structure shows polarization independence 
in TE and TM modes [25]. A convoluted ring loop FSS structure having a low profile is 

developed for X-band shielding. For miniaturization, four stubs are added at a 90o angle to 
each other. The structure has an attenuation of 37 dB for a oblique angle of incidence up to 
45o [26]. A sub-wavelength polarization independent FSS for X-band shielding is proposed 
in reference [27]. It shows attenuation of greater than 25 dB for the shielding band. A FSS 
for shielding X-band SATCOMS is proposed in reference [28]. It shows bandstop 

characteristics with attenuation of up to 32 dB in the shielding band. An FSS consisting of a 
convoluted circular loop for electromagnetic shielding applications is proposed in reference 
[29]. Its effective shielding is centered at 9.7 GHz with an attenuation of atleast 47 dB. 

The proposed design of this study was comprised of a thin FSS layer printed on 
Rogers’s 5880 substrate having a thickness of 0.127 mm. The thin dielectric substrate makes 

the structure flexible, making it easier to employ on curved surfaces. The design stops the 
frequency at 10 GHz (X-band) and transmits the rest of the frequency ranges. It has an 
attenuation of at least -57.97 dB. The proposed design shows oblique incidence angle 
independence in terms of both TE and TM modes for up to scan angle of 60o. The design 
consists of a compact unit cell to provide stability for various incidence angles. It employs an 

extremely thin substrate that is highly flexible and easily applicable on curved surfaces. It can 
be used in antennas for enhancing the gain and directivity of antenna. 
Material and methods. 

The proposed design is simulated on Rogers 5880 substrate in Figure. 1 and 2. The 
substrate has a dielectric loss tangent of 0.0009 and relative permittivity of 2.2. The thickness 

of substrate is 0.127 mm that makes the FSS flexible. The overall unit cell has dimensions of 

6.79 x 6.79 𝑚𝑚2. The design consists of an X-shaped metallic loop placed on the substrate. 

The proposed design is printed on one side of the dielectric substrate. The thickness of copper 

cladding is 18 𝜇 m. 
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The parameter ‘P’ represents the length and width of the substrate and ‘L’ represents 

the length and width of the metallic X-shaped square loop. The design consists of V-shaped 
inward stubs on all sides of the square loop. The design parameters are given in Table 1. The 
positioning and size of these stubs provide the incidence angle independent in terms of TE 
and TM modes. 

Figure 1. Proposed FSS Unit Cell Front View 

 
Figure 2. Proposed FSS Unit Cell Perspective View 

 
Table 1. Parameter List 

Heading Heading 

P 6.79 

L 6.6 

G 1.12 

R 0.935 

W 0.56 

H 0.127 

Result and discussion. 

Ansoft HFSS was used for simulation and optimization of the proposed design. The 
proposed FSS is designed in order to shield against frequencies in the X-band (8-12 GHz). S11 

and S21 parameters were calculated for the normal angle of incidence in Figure 3. Shielding 
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effectiveness (SE) of the proposed design was calculated for checking shielding against X- 

band shown in Figure 4. The design shows good shielding properties for X-band with its 
resonance frequency at 10 GHz. It has an attenuation of at least -57.97 dB. 

Oblique Incidence Angle Independence - The design showed independence for oblique 
angles of incidence for both TE and TM modes. Figure 5 shows SE of TE and TM modes, 
for the angle of incidence up to 60o. The polarization independence was provided with the 
help of V-shaped stubs pointed inwards in the square loop. The widths of these stubs affect 
the response of FSS, for different incident angles. The fractional bandwidth increased slightly 
with the increase in the angle of incidence for TE modes in Figure 5. The fractional bandwidth 
decreased with the increase in the angle of incidence for TM modes in Figure 6. 
The change in the resonant frequency was not significant for the change in angle of incidence 

for both TE and TM modes. The resonant frequency remains in the allowable limits for both 
TE and TM modes, by changing the angles of incidence up to 60o. A few abnormalities were 
observed from 15.1 GHz to 18 GHz in case of TE modes because of the varying angle of the 
incident wave. The angles greater than 30o interferes with the higher frequency range of X- 
band. It showed minor shielding effects for attenuation up to 27 dB for scan angle of 30o and 

up to 45 dB for the scan angle of 60o. 
Effects of Varying Length i.e a A frequency shift was observed in the resonance 

frequency by varying the length of the inner copper loop ‘L’ in Figure 7. By increasing ‘L’ from 
6.6 mm to 6.7 mm, the resonant frequency shifts to the lower frequency range, from 10 GHz 

to 8.36 GHz. By decreasing ‘L’ from 6.6 mm to 6.4 mm, the resonant frequency shifts to a  
higher frequency range of 10 GHz to 11.52 GHz. In this case the frequency shift was indirectly 
proportional to varying ‘L’. The frequency shift can also be observed by varying the thickness 
of the hexagonal stubs ‘G’ in Figure 8. 

By increasing ‘G’ from 1.08 mm to 1.12 mm, the resonant frequency shifted to a 
lower frequency range, from 10 GHz to 9.57 GHz. In this case, the frequency shift was 
directly proportional to ‘G’. However, the frequency shift was slightly smaller for varying ‘G’ 
than ‘L’. 
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Figure 3. S11 and S21  Parameter 

Figure 4. Shielding Effectiveness 

Loss Tangent – The loss tangent of the employed substrate affected the SE of the 

proposed FSS in Figure 9 by varying loss tangent ’𝛿’, due to which the SE value also varies. 

When 𝛿=0 the SE reaches to the maximum value of -57.97 db. By increasing 𝛿 from 0 to 1 
the SE starts decreasing until it reaches to the minimum value of 𝛿 =1. For the proposed 

design 𝛿=0.0009 for Rogers 5880 substrate. 
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Figure 5. Effects of Varying Angles of Incidence on Proposed FSS for TE Modes. 

Figure 6. Effects of Varying Angles of Incidence on Proposed FSS for TM Modes 

Relative Permittivity – The relative permittivity used for the proposed design is 2.2. By 
increasing the relative permittivity, the resonant frequency was shifted to the lower 
frequency range as shown in Figure 10. For the increase in the relative permittivity, from 2.2 
to 6.2, the resonant frequency shifts from 10 GHz to 7.5 GHz. For the decrease in the 
relative permittivity from 2.2 to 1.2, the frequency shifted to the higher frequency range at 
10.78 GHz. The frequency shift was indirectly proportional to the relative permittivity. 
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Figure 7. Varying length of square loop ‘L’ 
 

Figure 8. Varying Length of hexagonal stub ‘G’ 
 

Fss Prototype Fabrication - The proposed FSS design was fabricated on a Rogers RT 5880 

substrate sheet of 9 x 12 inches. The copper patch on the substrate was 18 𝜇m in thickness. 

The FSS prototype was fabricated by etching the metallic patch on the substrate. The FSS 

unit cells were of the order 33 x 44 across the sheet as shown in Figure 11. 

The proposed design was compared with other studies in the relevant field in Table. II. The 
results shows that the proposed FSS is thinnest among others, making it extremely flexible 
and applicable on curved surfaces. 
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Figure 9. SE by varying loss tangent 

Figure 10. Frequency shift by varying permittivity 

 
Figure 11. Fabricated FSS Prototype 
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Table 2. Comparison    

Reference Substrate Size (mm3) FSS Sheet 

Thickness 

(mm) 

Oblique 

Incidence 

Angle 
Independence 

Flexible  

30 FR4 12x12x3.2 3.235 Up to 450 No  

31 Arlon 
Di880 

8.8x8.8x0.762 
0.762 Up to 600 No 

 

32 FR4 10x10x0.7 0.797 No No  

33 Rogers 
5880 

6.8x6.8x0.127 
0.162 Up to 600 Yes 

 

25 FR4 5.3x5.3x1.6 1.635 Up to 600 No  

22 FR4 7.1x7.1x1.6 1.635 Up to 450 No  

Proposed 
Work 

Rogers 
5880 

6.79x6.79x0.127 
0.145 Up to 600 Yes 

 

Conclusion. 

An FSS for X-band shielding is proposed. The design is of 6.79 x 6.79 x 0.127 𝑚𝑚3 
dimensions. The proposed FSS show attenuation of at least -57.97 dB with a fractional 

bandwidth of 54.7 %. The FSS absorbs the frequency at 10 GHz and transmits the rest of the 
frequency ranges. The design is oblique incident angle independent in terms of TE and TM 
modes up to a scan angle of 60o. The proposed design is extremely thin and flexible which 
makes it easily applicable on curved surfaces. It can be used in antennas to gain enhancement 
due to its reflective properties. It can be used in radomes, aircrafts and buildings for shielding 

purposes. 
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ith the growing number of voice-controlled devices, it is necessary to address the 
potential vulnerabilities of Automatic Speaker Verification (ASV) against voice 
spoofing attacks such as Physical Access (PA) and Logical Access (LA) attacks. To 

improve the reliability of ASV systems, researchers have developed various voice spoofing 
countermeasures. However, it is hard for the voice anti-spoofing systems to effectively detect 
the synthetic speech attacks that are generated through powerful spoofing algorithms and have 
quite different statistical distributions. More importantly, the speedy improvement of voice 
spoofing structures is producing the most effective attacks that make ASV structures greater 

vulnerable to stumble on those voice spoofing assaults. In this paper, we proposed a unique 
voice spoofing countermeasure which is successful to hit upon the LA attacks (i.e., artificial 
speech and transformed speech) and classify the spoofing structures by the usage of Long 
Short-Term Reminiscence (LSTM). The novel set of spectral features i.e., Mel-Frequency 
Cepstral Coefficients (MFCC), Gammatone Cepstral Coefficients (GTCC), and spectral 

centroid are capable to seize maximum alterations present in the cloned audio. The proposed 
system achieved remarkable accuracy of 98.93%, precision of 100%, recall of 92.32%, F1- 
score of 96.01%, and an Equal Error Rate (EER) of 1.30%. Our method achieved 8.5% and 
7.02% smaller EER than the baseline methods such as Constant-Q Cepstral Coefficients 
(CQCC) using Gaussian Mixture Model (GMM) and Linear Frequency Cepstral Coefficients 

(LFCC) using GMM, respectively. We evaluated the performance of the proposed system on 
the standard dataset i.e., ASVspoof2019 LA. Experimental results and comparative analysis 
with other existing state-of-the-art methods illustrate that our method is reliable and effective 
to be used for the detection of voice spoofing attacks. 
Keywords: ASVspoof2019 LA dataset; Deep Learning; Spoofing countermeasure; Synthetic 
Speech; Voice anti-spoofing. 
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INTRODUCTION 

ASV verifies the identity of users based on the voice presented to the ASV systems. 
Within the previous couple of years, we've witnessed a rapid evolution in voice biometrics- 

primarily based on user authentication. ASV structures are embedded in several gadgets 
inclusive of smart speakers (Amazon Alexa, Google home), and smartphones for the 
authentication in diverse software domains i.e., e-trade, banking structures, home automation, 
and special utility logins [1]. Google domestic gets speech commands from the users and 
performs several features which include putting reminders, text or name, remaining, and 

starting doorways, and unlocking cell telephones [2]. These applications are based on ASV 
systems [3]. Banking systems are also using voice-based authentication systems to verify 
customers such as BBVA's and Barclays Wealth have been using voice biometrics for 
verification of telephone callers. The Grant bank has developed a voice-based application, 
which allow customers to perform transactions simply by using voice commands [4]. 

We have witnessed an exponential and rapid growth in voice-driven authentication 
systems due to the Covid-19 pandemic. Social distancing and lockdown have limited the 
capability of facial, fingerprint, or iris recognition. This pandemic has urged the world to shift 
the verification measures based on a human to machine and human to human interactions to 

voice-based authentication systems [5]. Consequently, voice-primarily based authentication 

has emerged as a most possible and simple answer than every other biometrics approach which 
includes the iris, facial, and fingerprint. Moreover, voice-based authentication is considered to 
be the most economical and efficient than other biometrics methods [6]. ASV is playing a 
significant role in the biometric verification process. ASV uses the acoustic features of a person 
to authenticate the users [7]. However, intruders can mislead ASV systems by voice spoofing 

attacks i.e., voice replay, mimics or twins, voice conversion (VC), and syntenic speech [8,9]. 
Among these spoofing attacks, synthetic spoofing attacks (text-to-speech (TTS) and VC are 
threats to ASV systems that occur due to the rapid development of synthetic methods [10,11]. 

Stand-alone voice anti-spoofing techniques are developed to enhance the security and 
reliability of ASV systems. ASVspoof challenge series has been providing datasets [9,12,13] 

and provided their standard metrics for voice anti-spoofing speaker verification. In this work, 
we cognizance of voice anti-spoofing la attacks which include detecting true and spoofed 
speech produced with the aid of VC and TTS spoofing structures, detecting unseen attacks, 
and type of acknowledged assaults. Traditional techniques focus on feature engineering and 
hand-crafted features i.e., Cochlear filter cepstral coefficients (CFCCIF) [14], Linear cepstral 

coefficients (LFCC) [15], and Constant-Q cepstral coefficients (CQCC) [16] have shown better 
results against spoofing attacks. GMM is used in traditional methods [14-18] as a backend 
classifier. 

The research community has also explored various deep learning methods [19-26] to 
detect LA attacks. In [19], deep learning models were investigated for anti-spoofing. 
Combining Convolutional Neural Network (CNN) and Recurrent Neural Network (RNNs) 
showed robustness against spoofing attacks. In [18], a deep residual community (ResNet) 
turned into used with temporal pooling. In [21], ResNet becomes employed with the most 
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margin of cosine loss and frequency masks augmentation. In [22], mild convolutional gate 

RNN become adopted to enhance the lengthy-time period dependency for the detection of 
voice spoofing assaults. In [23], a technique of characteristic genericization based on a mild 
CNN machine changed into a proposed that performed properly towards l. a. attacks. In [23], 
a technique of feature genericization based on a light CNN system was proposed that 
performed well against LA attacks. In [24], the transfer learning approach was explored with 

the ResNet network. The research community introduced model fusion based on sub-band 
modeling [25] and various features [26-28] to enhance the performance of voice anti-spoofing 
systems. In [29], three features such as MFCC, CQCC, and short-term Fourier transform 
(STFT) were integrated to detect voice spoofing attacks detection. ResNet was employed for 
classification purposes. It was observed that these three different variants of ResNet with 

MFCC, CQCC, and STFT produce better results than the baselines (CQCC-GMM [9] and 
LFCC-GMM [9]). In [30], two features such as CQCC and log power magnitude were used to 
design spoofing countermeasure. A deep neural network (DNN) was employed to 
discriminate the spoof and authentic audio. The DNN was based on a squeeze-excitation 
network and residual networks. This [30] framework yielded better results than the existing 
state-of-the-art methods, but the fusion of squeeze-excitation network and residual network 

substantially increased the training time. Few works [31-33] have used machine-learned 
features. In [31], two different deep learning models such as light convolutional neural network 
(LCNN) and gated recurrent neural network (GRNN) were used as features extractors from 
bonafide and spoof samples. Extracted functions had been used to train three gadget 
mastering algorithms which include SVM, linear discriminant analysis, and its probabilistic 

version (PLDA) for discriminating spoof and legitimate audio. In [32], DNN becomes hired 
to generate body-level posteriors and bottleneck capabilities to distinguish spoof and authentic 
audio. In [33], RNN based sequence level and DNN based frame-level features were used to 
design spoofing countermeasures for LA attacks. Different machine learning algorithms such 
as LDA, SVM, and gaussian density function were employed for classification purposes. Three 

model structures such as stacked autoencoder, multi-task joint learned DNN, and spoofing 
discriminant DNN was used for DNN based frame-level features. LSTM-RNN and BiLSTM- 
RNN were used for RNN based sequence-level features. These techniques achieved better 
classification results, but the computation cost was maximum. 

In this work, we proposed a novel set of integrated spectral features for a voice anti- 

spoofing framework that improves the detection of unseen attacks, synthetic speech and 
classifies the cloning algorithms. The proposed system is robust to capture the alterations 
produced by the spoofing systems in speech signals. Experimental results show that our 
method outperformed all other existing state-of-the-art methods on the ASVspoof2019 LA 
dataset. The main contributions of our work are as under: 

We proposed a novel set of integrated features, which better capture the maximum 
distortions created by the voice spoofing algorithms and traits of the speaker-induced 
variations in the genuine audio. The proposed system is capable of successfully classifying the 
spoofing systems and detecting unseen LA attacks. Our method is capable to improve the 
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security of automatic speaker verification systems against speech synthetic and voice converted 

attacks. We performed rigorous experiments on the ASVspoof2019 LA dataset to show the 
significance of the proposed system for the detection of LA attacks. 
PROPOSED METHODOLOGY 

This section presents a detailed description of the proposed voice spoofing 
countermeasure. The main objective of the proposed framework is to discriminate authentic 

and cloned audio, classify spoofing systems, and detect unseen LA attacks. The proposed 
system comprises two stages such as features extraction and classification. In the initial stage, 
the proposed spoofing countermeasure system takes audio as input and extracts three features 
i.e., 14-dim MFCC, 14-dim GTCC, and 1-dim spectral centroid. In the second stage, we 
employed LSTM for classification purposes. The detailed working mechanism of the proposed 

system is shown in Figure 1. 

 
Figure 1. Proposed System. 

Feature Extraction 
To develop a robust voice spoofing countermeasure, we need to propose a robust audio 

feature descriptor that is capable of capturing the algorithmic artifacts from the spoof speech 
signals. For this purpose, we proposed a novel set of integrated spectral features that can 
extract highly discriminative information from the audio signals to accurately detect LA 

attacks, classify the spoofing systems, and detect the unseen voice spoofing attacks. The 
detailed feature extraction process is discussed below: 
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MFCC 

MFCC takes voice as an input, and it calculates cepstral coefficients from it. The stepwise 
computation of MFCC from audio is explained in the below Figure 2. We extracted 14-dim 

MFCC features from audio by pre-emphasis. Pre-emphasis is used to compensate for the high- 
frequency part of the speech signal followed by the frame blocking in which speech signals 
are segmented into frames of 15-20ms to investigate the speech over a brief period. Next, each 
frame of audio is multiplied by the hamming window to keep the continuity between the 
frames, enhance harmonics, and minimize the edge effects. In the next step, we employed the 

Fast Fourier Transform (FTF) to get the magnitude spectrum of each frame. The power 
spectrum obtained after employing FFT is then mapped to mel-scale. Next, we multiplied the 
magnitude frequency by 40 triangular bandpass filters to get the log energy. 

 

Figure 2. MFCC feature extraction process. 
Later, we computed Discrete Fourier Transform (DFT) of the list of Mel log powers. 

Finally, the amplitude of the spectrums is selected as MFCCs. 

GTCC 
The computational process of the GTCC features is the same as the MFCC extraction 

scheme. We extracted 14-dim GTCC features from the audio. First, the speech signal is 
windowed into noticeably short frames of duration 10-50ms to examine over a short period. 
Making speech signals for a short duration has two purposes i.e., non-stationary signals are 

assumed to be stationary for such a limited interval of time, and features are extracted 
efficiently. Subsequently, we employed 48 GT filters to the signal of FFT to compute the 
energy of the sub-band. Finally, the log of each sub-band is computed followed by applying 
DCT. The GTCC features are computed as below: 

N 
2 πn 1 GTCC = √ ∑ log(X ) cos [ 

m N n 

n=1 N 
(m − 

2
)] 1 ≤ m ≤ M(5)   (1) 

 

Where Xn is the energy of the speech signal in the nth spectral band, N is the number of GT 

filters and M is the GTCC. 
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∑ 

Spectral Centroid 
Spectral centroid is a measure that is used to characterize the spectrum in digital signal 

processing. It represents the mid-factor of the mass of the entire energy spectrum, in addition 
to the power distribution, across the excessive and occasional-frequency bands. The spectral 
centroid is computed as below: 

∑N  Ke[l] ∗ l 
W =    l=1  (2) 

e N 
l=1 Ke[l] 

The spectral centroid is computed as below: 
Where the Kel is the magnitude of FT at current window e and frequency bin l. 

Figure 3. LSTM architecture. 

Classification 
Audio is a time-series data and LSTM is well suited to be used for the classification of time 

series data. Therefore, in this work, we also employed LSTM for classification purposes. We 
used different input parameters such as 2, 3, 4, 5, etc., layers, different hidden units such as 
100, 200, 300, etc., and different optimizers such as adam, sgd, etc., to get better performance 

results. After using various configurations, we achieved better classification results on the 
following parameters: using an adam optimizer, two LSTM layers, 500 hidden units, mini- 
batch size of 64, and several epochs 25. Figure 3. shows the LSTM architecture being used for 
all the experimentation purposes. 
RESULTS AND DISCUSSION 
Dataset 

We used the ASVspoof2019 LA dataset for experimentation purposes. This dataset 
consists of two different subset datasets i.e., ASVspoof2019 PA and ASVspoof2019 LA. PA 
contains samples of voice replay attacks, and the LA dataset contains synthetic and converted 
speech. Each dataset is further subdivided into three subsets i.e., training, development, and 
evaluation sets. The details of the ASVspoof2019 LA dataset are given in below Table 1. 

Evaluation Metrics 
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To evaluate the performance of the proposed system, we used an accuracy, Equal error 

rate (EER), F1-score, precision, and recall. Countermeasures having lower EER values 
indicate better classification performance of the systems to detect spoofing attacks. We 
compared the performance of our method with baseline methods and other existing systems 
based on an EER value. 

Table 1. Details of the ASVspoof2019 LA dataset. 
Subset Bonafide Spoof 

 #Utterence #Utterence Attacks 

Training 2,580 22,800 A01-A06 
Development 2,548 22,296 A01-A06 

Evaluation 7,355 63,882 A07-A19 

Performance evaluation on known attacks 
The objective of this experiment is to classify the cloning algorithms. Six different TTS 

and VC cloning algorithms i.e., A01, A02, A03, A04, A05, and A06 are used to generate spoof 
samples of the ASVspoof2019 LA dataset. These attacks are also called known attacks. There 
are 22,800 spoof samples of the training set and 22,296 development set that is generated by 
using these 6 cloning algorithms. Each algorithm-generated 3,800 samples of training and 

3,716 of the development set. A01, A02, A03, and A04 are TTS while A05 and A06 are VC 
algorithms. We used the training samples for training the model and the development set for 
the testing purpose. From the results reported in Table 2, we can observe that the proposed 
system successfully classified all the spoofing systems. Moreover, our method performed well 
on A06 and achieved an accuracy of 99.70%, EER of 0.10%, a precision of 99.70%, recall of 

100%, and an F1-score of 99.85%. The system performed second-best on A04 and achieved 
an accuracy of 99.40%, EER of 0.40%, the precision of 100%, recall of 98.80%, and F1-score 
of 99.39% while the proposed system performed worst on A03 and achieved an accuracy of 
91.30%, EER of 5.93%, the precision of 92.63%, recall of 89.30%, and F1-score of 90.93%. 
The detailed results of the spoofing systems in terms of accuracy, EER, F1-score, precision, 

and recall are reported in Table 2. Overall, our system performed well and successfully 
detected all the cloning algorithms. From the results, we can conclude that the proposed 
system is robust to capture the variations in signals of spoof audios generated by cloning 
algorithms. 

Table 2. Performance evaluation on the Cloning algorithms/spoofing systems. 

Spoofing 
System 

Accuracy 

% 
EE 
R 
% 

F1-score% Precision 

% 

Recall% 

A01 99.10 0.3 

0 

99.55 99.10 100 

A02 95.60 3.2 

3 

95.42 91.24 100 
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 A03 91.30 5.9 
3 

90.93 92.63 89.30  

 A04 99.40 0.4 

0 

99.39 100 98.80  

 A05 91.50 2.7 

3 

97.77 92.90 98.83  

 A06 99.70 0.1 
0 

99.85 99.70 100  

Performance evaluation on unseen attacks 

The objective of this experiment was to evaluate the performance of the proposed system 
to detect unseen LA attacks i.e., A07, A08, A09, A10, A11, A12, A13, A14, A15, A16, A17, 

A18, and A19. The evaluation set of the ASVspoof2019 LA dataset contains spoof samples 
of unseen attack types while the training and development sets contain spoofed samples of 
known attack types as discussed in section 3.3. We used 25,380 samples of the training set for 
training the model and 6,000 samples of unseen attacks for testing purposes. From the results 
reported in Figure4, it is observed that the proposed system performs well on A08 attacks and 

achieved an accuracy of 96.89%. Our method performed worst on the A17 unseen attack and 
achieved an accuracy of 80.01%. Overall, the system has reliable performance results on 
unseen attack types. The detailed results of our method to detect unseen attacks in terms of 
accuracy are given in Fig 4. From the effects pronounced in determine 4, we will take a look 
at that the proposed machine has correctly detected all unseen l. a. attacks. Our method is  

likewise dependable for use for the detection of unseen la spoofing assaults generated through 
the effective VC, TTS, VC-TTS spoofing algorithms. The proposed system is robust and 
capable to capture the algorithmic artifacts produced by VC, TTS, VC-TTS algorithms in 
bonafide audio with better accuracy. 

 

Figure 4. Performance evaluation on unseen attacks. 
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Performance evaluation on LA attacks 
We designed this experiment to evaluate the performance of the proposed system to detect 

LA attacks. For this purpose, we extracted 29-dim spectral features comprising of (14-dim 
MFCC, 14-dim GTCC, and 1-dim SC) from the ASVSpoof2019 LA dataset. We used 20,005 
samples of the training set for training the LSTM model and 18,483 samples of an evaluation 
set for testing the trained model. Experimental results are shown in Figure 5. The proposed 
method achieved an accuracy of 98.93%, EER of 1.07%, the precision of 100%, recall of 

98.77%, and F1-score of 99.38%. The baseline method (CQCC-GMM [9] and LFCC-GMM 
[9]) achieved an EER of 9.57% and 8.09%, whereas, the proposed method (MFCC-GTCC- 
Spectral centroid-LSTM) achieved an 8.5% smaller EER than the baseline methods. From the 
results reported in Figure5, we can conclude that our method performs well in terms of 
accuracy and EER. The proposed system is capable of capturing the most discriminatory 

characteristics from audio signals of spoofed samples generated by TTS and VC algorithms. 
Experimental results signify the effectiveness of our method that can be implemented in ASV 
systems for the reliable detection of LA attacks. 

 

Figure 5. Performance evaluation on ASVspoof2019 LA dataset. 
Comparison with other methods 

We designed this experiment to check the effectiveness of the proposed system against 
other existing state-of-the-art methods [24, 16,18, 20, 23, 19, 21, 17]. As shown in Table 3, we 

compared the results of our method with the baseline [9], and other existing state-of-the-art 
methods to demonstrate the superiority of the proposed system. The EER and min-tDCF 
values of the existing state-of-the-art methods and our system are reported in Table 3. It can 
be observed that our method performed well against all the existing methods and baselines 
methods [9]. Chen et al. [21], perform the second-best by achieving an EER of 3.49% and 
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min-tDCF of 0.092, whereas, the baseline methods (CQCC-GMM and LCFF-GMM) [9] 

performed worst by achieving an EER of 9.57% and 8.09%. From the results reported in 
Table 3, we observe an accuracy gain of 8.5%, 7.02%, 6.59%, 5.31%, 5.21%, and 4.52% than 
the state-of-the-art methods [9,28,19,22,24]. These results signify the effectiveness and 
superiority of the proposed spoofing countermeasure. Experimental results and comparative 
analysis show that our voice anti-spoofing technique outperforms all the existing techniques 

in terms of EER and min-tDCF values. From these consequences, we can finish that the 
proposed machine can reliably be used for the detection of la attacks. 

Table 3. Performance comparison with other methods. 
System EER% min- 

tDCF 

Baseline (CQCC-GMM) [9] 9.57 0.237 

Baseline (LFCC-GMM) [9] 8.09 0.212 
Chettri et al. [28] 7.66 0.179 
Monterio et al. [19] 6.38 0.142 
Gomez-Alanis et al. [22] 6.28 -- 
Aravind et al. [24] 5.32 0.151 

Lavrentyeva et al. [27] 4.53 0.103 

Wu et al. [23] 4.07 0.102 
Tak et al. [25] 3.50 0.090 

Chen et al. [21] 3.49 0.092 

Proposed (MFCC-GTCC-Spectral Centroid- 

LSTM) 

1.07 0.0343 

CONCLUSION 
This paper has presented a novel voice spoofing countermeasure to locate l. a. assaults.  

Additionally, the proposed gadget is capable to come across the spoofing systems (TTS and 
VC) that have been used to generate the spoofed samples of the ASVspoof2019 l. a. dataset. 
We proposed a novel set of integrated features, which captures maximum alterations and 

algorithmic artifacts present in speech signals. We employed LSTM for classification purposes 
to discriminate authentic and fake audio, classify the known attack types, and detect all the 
unseen LA attacks. Experimental results show that the proposed system outperformed the 
baseline and the existing state-of-the-art methods. The proposed system gives better 
classification results by achieving an 8.5% smaller EER than the baseline [9]. In the future, we 

aim to apply the proposed system on PA and deepfake datasets. 
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n Automatic Vehicle Number Plate Recognition System (AVNPR) is a key research 
area in image processing. Various techniques are developed and tested by researchers 
to improve the detection and recognition rate of AVNPR system but faced problems 

due to issues such as variation in format, lighting conditions, scales, and colors of number 
plates in different countries or states or even provinces of a country. Douglas Peucker 
Algorithm for shape approximation has been used in this research to detect the rectangular 
contours and the most prominent rectangular contour is extracted as a number plate (NP) and 
the connected component analysis is used to segment the characters followed by optical 
character recognition (OCR) to recognize the number plate characters. A custom dataset of 
210 vehicle images with different colors at various distances and lighting conditions was used 
for the proposed method captured on my smart phone Galaxy J7 Model SM-j700F at roads 
and parking. The dataset contains various types of vehicles (i.e. Trucks, motorcars, mini-buses, 
tractors, pick-ups etc). The proposed method shows an average result of 95.5%. The novelty 
used in this method is that it works for different colors simultaneously because in Pakistan, 
several colors are used for vehicle NPs. 
Keywords: Number plate recognition, color detection, HSV color, Douglas Peucker 
Algorithm, OCR 
INTRODUCTION 

The number plate recognition system is a crucial factor of an intelligent transportation 
system. In this system, vehicles are recognized based on their number plates. It has a variety 
of applications, including a border management system, automatic car parking system, 
automatic toll collection on highways and enforcement of traffic laws [1, 2, 3]. It is also used 
to detect stolen vehicles, fake NPs holders, and non-standard number plates. An intelligent 
gate management system is also based on this criterion to restrict the entry of unauthorized 
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vehicles into an organization [4, 5]. It has wide applications to recognize high-valued vehicles 
(i.e., government officials, police vans, school buses, ambulances, etc.) to provide a safe way 
to them in bulk of vehicles and can be used to manage one-way roads and restrict heavy trucks 
to enter cities and towns [2]. 

In general, the number plate recognition system consists of four steps [6, 7]. In the 
first step, the input image is preprocessed for noise removal and foreground enhancement. In 
the second step, the region of interest (ROI) is detected and extracted. In the third step, the 
characters are segmented, and in the fourth step, recognition is done. Researchers adopt 
different approaches and each approach has its pros and cons. The majority of systems are 
limited to some specific formats and territories. There are two main approaches used to 
recognize the number plates; traditional image processing approach and the deep learning 
approach. In the traditional image processing approach, simple mathematical functions are 
used to locate and extract the number plate and character segmentation is used to save the 
characters as separate images. Template matching is used to recognize the characters and 
convert them into text form. 

In the deep learning approach, a supervised learning strategy is used. An object 
detection model is developed and trained using a relevant dataset to recognize the desired 
object in a video or image. Nowadays deep learning-based models are used widely for the 
number plate detection and recognition with high accuracy. Hundreds and thousands of image 
based datasets are used with proper annotation to train the model and it is not an easy task 
that need high power systems with GPUs to work smoothly. A model trained for one format 
may not be compatible for other formats of NPs. On the other hand, in traditional image 
processing approach, the localization/detection ratio of NPs does not work well in natural 
scene images and videos having noise and bad illumination and it is the main step of AVNPR 
system and the remaining steps are highly dependent on this step [8][9]. 

This section contains different methods obtained from literature survey and are used 
for number plate detection and recognition. Pavani and Mohan [1] used simple image processing 
techniques and connected component analysis (CCA) was used for plate extraction and again 
CCA was used to segment the characters. Sharma et al. [2] used a Sobel edge detector to detect 
the foreground edges and thresholding technique was used for image binarization to locate 
the number plates. Morphological operations were used to enhance the plate area for 
extraction and minimization of the non-plate locations. Template matching was used to 
recognize the number plate characters. This system was developed for the specific format of 
Nepali number plates. Yogheedha et al. [8] used Otsu's thresholding and background subtraction 
to locate the number plate and Built-in OCR was used to recognize the characters. Out of 14 
images, the system recognized 13 images of the car. It was developed as a training project for 
Perlis University of Malaysia's intelligent gate management system to restrict the entry of 
private vehicles. Kulkarni et al. [9] developed a model for helmet detection of motorcycle riders 
and also number plate recognition system was used to find those riders having no helmet.  
They used thresholding and morphological operations for plate detection and OCR was used 
to recognize the plate. Wang et al. [10] used the color detection method to detect the red lights 
and then the middle of the lights was extracted as the region of interest. It worked for the rear 
NP of a vehicle having red color backlights. Babbar et al. [11] used preprocessing techniques 
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and binarization to filter out the strong objects. CCA was used to locate NP and aspect ratio 
to extract the NP successfully and OCR was used for NP recognition. 

Rajathilagam et al. [12] used traditional image processing techniques to develop the 
system. The input image was converted to grayscale and dynamic adaptive thresholding was 
used for NP localization. Morphological operation dilation was used to highlight the region of 
interest and erosion was used to eliminate the false NP areas. OCR was used to recognize the 
plate characters. That method worked only for very clear images which are taken at a very 
short distance. Indira et al. [13] used Euclidian distance to locate the possible NP region with 
the predefined threshold value. The stroke width was used with maximally stable extreme 
regions (MSER) to detect and extract the NP and template matching was used to recognize 
the plates. Haider and Khuram [14] used simple morphological operations to detect the number 
plate. After morphological operations and image filtering, CCA was used to extract the number 
plate and feature matching was used for character recognition. Hendry and Chen [15] used the 
sliding window technique with a deep learning-based object detection model “You Only Look 
Once (YOLO)” to detect and recognize NPs of Taiwan motor car. They used AOLP dataset 
for training the model having 2049 images of Taiwan LPs.Babu. et al. [16] used a custom data 
set of 6500 car NPs images with annotation and trained Darknet framework YOLO v3 for 
NPs detection [17, 18]. The same model was trained again for character recognition of plates 
with 91% accuracy. Pustokhina et al. [19] used the improved Bernsen method to enhance the 
image illumination. Connected Component Analysis was used to detect the number plates. 
Optimal k-means clustering was used to segment the characters and Convolutional Neural 
Network was used to recognize the characters. Sahoo et al. [20] used preprocessing techniques 
to enhance the image quality and the prewitt edge detector was used to detect the vertical 
edges. Thresholding technique was used to segment the images to remove the weak blobs. 
Morphological operations dilation and erosion were used to locate the vehicle number plate. 
Aspect ratio was used to extract the rectangular blob as expected number plate region. The 
extracted image (NP) was enhanced using histogram equalization to improve the shapes of 
characters and CCA was used to segment the characters. K-nearest neighbor and distance tree 
classifier were used to recognize the characters. Tenzin et al. [21] used preprocessing for image 
enhancement and Robert’s edge vertical detection with a fixed value of thresholding (0.0375) 
to filter the image for NP and the rectangular shape was extracted as NP. The bounding box 
method was used to segment the characters and template matching was used to recognize the 
plate characters. Tourani et al. [16] used histogram equalization for image enhancement and 
trained Darkent framework YOLOv3 for NP detection and again the same model was trained 
for character recognition. A custom dataset of Iranian vehicles with proper annotation was 
used for training the model. Pustokhina et al., [19] developed a model for mobile application 
using Tinny YOLO for NP detection and again convolutional neural network (CNN) was 
used for character recognition. Saif et al. [20] developed and trained a model for Bangladeshi 
standard NPs format using YOLOv3 for NP detection using custom dataset and again 
Darknet framework YOLOv3 was trained with a dataset of characters to recognize the plate 
characters. Henry et al. [21] used Tiny YOLOv3 for NP detection and direct recognition 
without segmentation was done using YOLOv3-SPP (Spatial Pyramid Pooling) model. Qadri 

and Asif [22] used a color-based technique to extract the NPs having a yellow color. After 
preprocessing, the input image was searched for yellow pixels and set to 1 and other than 
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yellow pixels were set 0 to extract the NP region easily. OCR was used to recognize the 
characters. Khan et al. [23] used LAB color space transformation and L-channel was selected 
and contours were drawn. Otsu’s thresholding was used after preprocessing to segment the 
ROI. Morphological operation erosion and dilation were used and eroded image was 
subtracted from dilated image to highlight NP’s characters and 2d convolution was used to  
extract the NP region. Support Vector Machine was used to recognize the characters. 

M Rizwan Asif et al. [24] used traditional image processing techniques to detect and 
recognize vehicle number plates using blue color properties. Image was converted from RGB 
to YDbDr color space to detect the blue color and intensity adjustment was used to eliminate 
low intensity objects. Thresholding was used for image segmentation and CCA was used to 
detect the candidate regions and aspect ratio was used to detect the expected plate among the 
list of ROIs. [25] Converted RGB image to HSI format for color segmentation. Morphological 
operations were used to highlight the ROI. Connected component analysis was used with 
aspect ratio to filter the rectangular shape (expected LP) among the existing blobs. F. S. Khan 

et al. [26] combined shape and color properties based on late fusion to detect objects. [27] 
Used two different approaches and comparatively studied the results. Initially, they used color- 
based approach to detect the LP of vehicles and then used the shape-based LP detection 
method. 

In this research, a color-based NP detection technique with shape approximation is 
used. The acquired image is converted to HSV color format to filter the image for NP 
localization and extraction. In the previous literature, color base techniques were utilized for 
single color [28]. The novelty used in this method is that it works for different colors 
simultaneously because in Pakistan several colors are used for vehicle NPs. After detecting the 
NP, we proceed with the recognition step. 
PROPOSED METHOD 

In this study, the proposed method was discussed in detail Figure 1. showed the flow 
diagram of the proposed system. 
. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. General steps of the proposed method 
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In this research, traditional image processing techniques were used to detect and 
extract the number plate region. Connected component analysis was used to segment the 
characters and built-in OCR was used to recognize the characters. The input image was 
converted to HSV color format and the mask was generated. Binarization and morphological 
operations were used to locate the strong blobs and Ramer Dauglous Peacuker shape 
approximation algorithm was used with aspect ratio to detect the rectangular shapes and the 
most prominent rectangular shape was obtained as NP area. The extracted NP image was 
enhanced using pre-processing operations and connected component analysis was used to 
segment the plate characters and built-in OCR was used to recognize the plate. Three primary 
steps i.e. extraction, segmentation and recognition were elaborated in detail as below. 
Number Plate Detection and Extraction 

The input image was resized and pre-processing techniques were used to enhance the 
quality of the input image. It was then converted from RGB color format to HSV color format 
to easily filter the desired color intensity using a NumPy array of lower and upper bound 
values. Separate lower and upper bound values were used for each NP’s color detection 
because each color had a separate range of values. The mask image was generated as shown 
in Figure. 2. 

 

Figure 2. (a) Input image with yellow plate, (b) Mask image, (c) Input Image with green 
Plate and (d) Mask image 

The image was converted to grayscale and thresholding was used to eliminate the non- 
plate regions because in many cases, there is a probability of existence of some non-plate 
regions. As the thresholding operation was used to remove the non-plate regions but it also 
erases some portion of ROI called outlines of number plate and it was difficult to take it as a 
single contour region. Morphological operation gradient was used to strengthen the outlines 
of the region of interest (ROI) that was used to highlight the object to contour the ROI easily.  
Edge detection method was used to find the edges and contour function was used to find all 
the contours. 

Shape Approximation: In most of the cases the largest contour contains vehicle number 
plate but the problem arises when the input image contains a non-plate blob/area which is 
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larger than the NP area with color intensities similar to the region of interest [29, 30]. To 
eliminate this problem Ramer Dauglous Peacuker shape approximation algorithm was used. 
Before shape approximation method, the internal region of each contour is filled completely 
to approximate the shape accurately. Without filling the blob, shape approximation function 
approximates each NP character as separate contour. 

Ramer Dauglous Peacuker algorithm developed in 1973 by David H. Douglas and Thomas K. 
Peucker was widely used for geometrical shape approximation [31, 32]. This algorithm 
converts a curve/contour composed of a linear line segment to a similar curve by reducing 
number of points. The points on the converted curve are nothing but subset of the points that 
defines the original curve. The algorithm treats each curve/contour C as an order set of points 
and the distance dimension is Ԑ > 0. 

C= (p1, p2,………….pn) (1) 
First of all the algorithm automatically marks the first and the last points to be kept. 

The line segment obtained from p1 to pn by joining the kept points is the first approximation 
of the curve C. The algorithm then searches the point in the inner points that has largest 
distance from the line segment p1 to pn. If the distance of the largest point is smaller than Ԑ , 
then simplification is been done and all the inner points can be put away without the 
simplification curve being worse than Ԑ . If the distance of the largest distance point is greater 
than Ԑ then the largest distance point must be kept. The algorithm repeats itself with the first 
point and largest distance point and with the largest distance point and end point. When the 
repetition is complete, the output curve represents the set of all kept point called shape 
approximation [33]. 
Character Segmentation 

After successful detection and extraction of the number plate region, the next step is 
character segmentation. This step is mainly used to prepare the extracted plate image as an 
input to the recognition step to easily recognize the characters. In this step, the input image 
was resized and converted to the grayscale image. Thresholding was used for image 
binarization. Connected Component Analysis was used to declare each area composed of 
similar and connected pixels as an individual object. Width, height and area properties were 
used for each connected component to filter out the objects that are too small or too large. 
Character Recognition 

This step was used to read the plate image and convert the characters and digits into 
readable form called character recognition. There are different approaches used for this 
purpose. In this system a built-in OCR based on deep learning called Pytesseract was used for 
character recognition [34, 35]. 

Results and Discussion 
The proposed method is based on color intensities with shape approximation. Due to 

the prominent colors used in our country for NPs it becomes easy to detect the ROI easily 
using color based segmentation and in more than 80% cases, the plates using their color 
intensities are easily distinguished shown in Figure 3. 
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Figure 3. Shows some sample images after finding contours 
To increase the accuracy rate we used shape approximation in the second phase to overcome 
the problems that shown in Figure 4. 

 
Figure 4. Shows largest contour as non –plate area 

There are three main colors of NPs in Pakistan used in different territories/provinces 
for the last decade. The green color is used for government vehicles. For public vehicles, the 
yellow color is used in Khyber Pakhtunkhwa and Sindh provinces; green-yellow is used in 
Punjab and Baluchistan provinces. Sample images of Number Plates used in our country are 
shown in Figure. 5. 

 

Figure 5. Sample Images of NP 
A custom dataset of 210 vehicle images with different colors at various distances and lighting 
conditions was used for the proposed method captured on my smart phone Galaxy J7 Model 
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SM-j700F at roads and parking. The dataset contains various types of vehicles (i.e. Trucks, 
motorcars, mini-buses, tractors, pick-ups etc). The proposed method shows an average result 
of 95.5%. Table 1 shows the result of extraction and recognition of all the four types of NPs. 

Table 1. Shows the results of the proposed system 

Type 
Item 

s 
Extraction 

Recognitio 
n 

Yellow 90 88 83 

Green 50 46 43 

Green_Yellow 70 67 65 

Total 210 201 191 

There is no public dataset of Pakistani vehicle NPs as per the knowledge obtained by the 
survey and efforts were also made for comparative study. The dataset used for comparisons 
with some state-of-the-art methods are shown in Table 2. 

Table 2. Comparisons 

S# Methods Year Accuracy 

1 Qadri and Asif [28] 2009 74 % 

2 Haider and Khurshid [10] 2017 85 % 

3 K. Deb et al. [31] 2017 91 % 

4 Babar et al. [7] 2018 87 % 

5 Pustkkhina et al. [14] 2020 93 % 

6 Proposed 2021 95.5 % 

CONCLUSION AND FUTURE WORK 

There is no public dataset of Pakistani vehicle NPs as per the knowledge obtained by 
the survey and efforts were also made for comparative study. The number plate recognition 
system is not used in Pakistan currently due to various factors. Still this research article 
proposed an efficient method for the development on an automatic number plate recognition 
system in Pakistan. Despite being trained on a small dataset, it can show better and accurate 
results comparable to other number plate’s recognition systems. The proposed method may 
provide a base for the implementation of an automatic number plate recognition system in 
Pakistan. In the proposed research article, simple image processing techniques are used to first 
extract the NP, and then OCR is used to recognize the plate. The extraction rate of the plate 
may be increased by imposing rules on the drivers to keep the number plates safe from dust 
and scratches. 
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elf-driving cars are an active area of interdisciplinary research spanning Artificial 
Intelligence (AI), Internet of Things (IoT), embedded systems, and control 
engineering. One crucial component needed in ensuring autonomous navigation 

is to accurately detect vehicles, pedestrians, or other obstacles on the road and ascertain 
their distance from the self-driving vehicle. The primary algorithms employed for this 
purpose involve the use of cameras and Light Detection and Ranging (LiDAR) data. 
Another category of algorithms consists of a fusion between these two sensor data. 
Sensor fusion networks take input as 2D camera images and LiDAR point clouds to 
output 3D bounding boxes as detection results. In this paper, we experimentally 
evaluate the performance of three object detection methods based on the input data 
type. We offer a comparison of three object detection networks by considering the 
following metrics - accuracy, performance in occluded environment, and computational 
complexity. YOLOv3, BEV network, and Point Fusion were trained and tested on the 
KITTI benchmark dataset. The performance of a sensor fusion network was shown to 
be superior to single-input networks. 
Keywords: Sensor fusion; object detection; 3D object detection; LiDAR point cloud; 
self-driving cars. 

Introduction. 
Object detection has taken primary importance in autonomous driving. At 

present, current perception systems utilize input data in the form of 2D images, point 
clouds, or a combination of both 2D images and LiDAR point clouds to achieve 
accurate 3D localization and detection of vehicles. Research in the field of object 
detection has produced mature algorithms for 2D images. The emergence of Region- 
based Convolutional Neural Network (RCNN) [1], Fast-RCNN [2], and Faster-RCNN 
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[3] removed the bottlenecks of large operating time and high computation power in 2D 
object detection. Different from region-based algorithms, multiple versions of the state- 
of-the-art object detector You Only Look Once (YOLO) [5, 6,7] have eased the task of 
predicting bounding boxes and class probabilities in 2D images. 

LiDAR is a widely used sensor in obtaining distances between the object and 
the sensor. LiDAR emits an infrared laser beam to determine the distance via the time- of-
flight principle. The wavelength of LiDARs exploited in self-driving cars is in class 1 
eye-safe range. In general, LiDARs perform comparatively better in challenging weather 
conditions such as fog and rain as opposed to optical cameras. These sensors are also 
relatively more resilient to changes in ambient light conditions. While 2D LiDARs 
featuring an array of beams such as those from Sick or LeddarTech are typically 
manipulated in Intelligent Transportation Systems (ITS), self-driving cars make use of 
3D LiDARs such as those from Ouster or Velodyne. These 3D LiDARs maneuver a 
rotating swivel that covers the entire field of view by scanning an array of laser beams 
across it. The infrared lasers are in the form of pulses and objects reflect these pulses 
hence distance information is obtained, yielding a 3D point cloud of the surrounding 
environment. Vertical resolution and angular revolution are key features that dictate the 
choice of a 3D LiDAR in an application. Currently, the common use of LiDARs is 
limited by their high cost. 

For the challenge of 3D object detection using LiDAR point clouds, the 
computer vision community has developed several methods. These include point-cloud 
voxels [2,3], or transforming the 3D view of point-cloud into a top-down 2D view to 
exhibit objects [1]. Some other techniques focus on estimating the 6-DoF from a 
sequence of images. Point Net [9] architecture has garnered significant attention in the 
research cadre of autonomous vehicles. A variant of this architecture has been applied 
in Point Fusion [14] to devise an application-agnostic algorithm. However, point clouds 
do not output color information and, depending upon the resolution of the sensor, 
point clouds are more or less sparse [15]. 

Another approach to 3D object detection combines LiDAR data and 2D 
images. This method has been manifested to benefit from the complementary 
capabilities of cameras and LiDARs. In a conceptually simplistic approach, a 2D 
detection network has been utilized to make detections in the 3D point cloud [15]. This 
is achieved by fusing output from a 2D detector with a transformed 3D point cloud. 
More involved approaches include Point Fusion [14] and Multi-View 3D Network 
(MV3D) [12] where a region-based fusion approach has been proposed. 

In this paper, we classified object detection algorithms based on input data. 
Three object detection networks have been identified in this regard: 1) YOLO v3 [7] 
for 2D images, 2) BEV detection for point clouds, and 3) Point Fusion [14] for fused 
data. We retrained these algorithms on KITTI [8] and specified metrics to assess the 
performance of these networks. The same dataset was put into service to evaluate all 
three networks to ensure the completeness of the comparison. Metrics for performance 
evaluation are accuracy, performance in occluded environment, and computational 
complexity. 
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Following are the main contributions of this work: 
• We surveyed existing object detection methods for 2D images, point clouds, and 
sensor fusion networks. 
• We chose representative methods in each category and retrained them on the KITTI 
dataset [8], and evaluate their performance based on accuracy, performance in occluded 
environment, and computational complexity. 
• We conveyed an analysis of the results along with the advantages and disadvantages of 
each algorithm. 
Related Work. 

This section highlights outstanding object detection works for 2D images, point 
clouds, and sensor fusion. It also reviews the performance of each network in 
comparison with other networks. 
2D Image Approaches 

Object detection networks detect certain object classes within an image. Two main 
categories of state-of-the-art methods can be identified: one-stage methods and two 
stage-methods. YOLO [5], RetinaNet [18], and Single Shot Multibox Detector (SSD) 
[19] are one-stage methods that prioritize inference speed. On the other hand, detection 
accuracy takes precedence in two-stage networks as they first propose candidate regions 
having a high likelihood of staging the objects, and then score these regions to provide 
the final detections. Examples include Faster R-CNN [3] and Mask R-CNN [4]. The 
task of bounding box estimation has great importance in the object detection problem. 
In some previous works, box encoding is applied where center coordinates (x,y) and 
offset of the bounding box are considered. RCNN [1], Fast RCNN [2], Faster-RCNN 
[3], YOLO [5], YOLOv2 [6], and Mask R-CNN [4] wield this type of encoding method 
for bounding box with a slightly different loss calculation scheme. YOLO [5] bases 
detection on a regression model. Image is divided into a grid of size S*S and B number 
of bounding boxes, their confidence scores, and class probabilities are predicted for 
each cell. Predictions are then encoded as a tensor. As compared to RCNN [1], YOLO 
[5] offers a faster detection speed. However, there is a slight reduction in performance. 
Point cloud Approaches 

3D Fully Convolutional Network (FCN) extended the application of 2D FCN by 
applying it to point cloud data [13]. In some previous works, sophisticated 
segmentation algorithms have been applied to propose candidates [17]. Region 
Proposal Network (RPN) is a more recent method of candidate proposal. Complex- 
YOLO [10] proposed Euler-Region-Proposal Network (E-RPN) for pose estimation. 
Moreover, PointNet [9] is a ground-breaking contribution that consumes raw point 
cloud data and is compatible with several applications including part segmentation, 
object classification, and detection. Some other object detection algorithms transform 
point clouds into multiple views including Front View and Bird’s Eye View (BEV) 
multi-view feature maps [12,15]. A similar approach is adopted by VeloFCN [16], 
where point-cloud is transformed into front view. Our algorithm also takes advantage 
of BEV transformation to perform object detection in point clouds. 
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Sensor Fusion Approaches 
MV3D [12] is a sensor fusion network that efficiently deals with the limitations 

associated with the sparse nature of point clouds. It transforms point clouds into 
multiple views to make accurate 3D predictions. Moreover, the network is conveniently 
divided into two sub-networks: the first sub-network generates 3D candidate box 
proposals and the second sub-network fuses features from multiple modalities. This 
fusion framework rejects redundant features. A more conceptually simplistic approach 
is provided in [15] where 2D detections from a CNN are projected onto the 3D point 
cloud to obtain LiDAR point subset. A novel model-fitting algorithm then identifies 
the 3D bounding box based on generalized car models. Point Fusion [14] is a more 
recent contribution in 3D object detection that processes 3D point cloud data and 2D 
image data separately with PointNet [9] architecture and a CNN respectively. 
Information loss associated with BEV point clouds is mitigated in this algorithm. 
Material and Methods. 

In this paper, we focused on the car detection problem. KITTI [8] benchmark 
dataset was employed to retrain open-sourced algorithms. The 3D object detection task of 
the KITTI [8] dataset contains aligned 2D images and point clouds. Labels were 
available in the form of 2D and 3D bounding boxes. A total of 7418 point clouds and 
corresponding 2D images were adopted for training the networks from the KITTI [8] 
benchmark dataset. For 2D images, YOLOv3 [7] was evaluated and for point cloud 
data, a 2D projection approach to Bird’s Eye View (BEV) was adapted as arrayed in 
MV3D [12] and 3D FCN [17]. Point Fusion [14] was retrained and evaluated as a 
framework for sensor fusion. 

KITTI [8] dataset was obtained via VM Station Wagon mounted with number 
of different sensors including Velodyne HDL64 high precision Global Positioning 
System (GPS) inertial navigation system and RGB camera. A total of 6-hour drive data 
was obtained from driver viewpoint in [8]. Velodyne HDL64 rotates at 10Hz frequency 
with angular resolution of 0.09o. It captures 1.3 million points points/second with 360o 
horizontal and 26.8overtical field of view having range of 120m [8]. In this paper, we 
have focused on left camera RGB images, corresponding point clouds, and calibration 
files including the calibration details for velodyne to camera calibration. 
Following method was adopted to implement and evaluate the performance of three 
object detection algorithms that are, YOLOv3, BEV network, and Point Fusion: 

i. KITTI dataset was obtained from its website as it is an open-source dataset. 
ii. The training dataset was split into training and validation dataset in the ratio 1:1. 

It was used to categorize three classes of objects namely car, pedestrian and 
cyclist. 

iii. YOLOv3 was trained using RGB images only as it is a 2D detection network 
and does not require point cloud data. 

iv. BEV network was trained using point clouds only as this framework makes 
detections in point clouds. Point clouds were projected into BEV to encode the 
information of density height and intensity. Firstly, the height feature was 
obtained by discretizing the point cloud into a 2D grid with a 0.1m resolution. 
Secondly, in every cell, the value of reflectance of every point having maximum 
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height was obtained. Thirdly, the density feature simply proclaimed the total 
number of points in a cell. By implementing these steps, BEV portrayal of point 
clouds was obtained for the dataset. 

v. Point Fusion was trained using both RGB images and LiDAR point clouds as it 
is a sensor fusion network. 

vi. These trained frameworks were then tested using test images available in the 
dataset. 

Results and Discussion. 
Table 1.shows a comprehensive comparison of models trained and evaluated 

on the KITTI benchmark dataset for car detection. 
Table 1. Comparison of Object Detection Networks trained on KITTI 

Method Type of 
Input 
Data 

Input 
Processing 

No. of 
Stages 

Average 
Precision 
(%) 

Inference 
Time 
(sec) 

YOLO v3 2D images S*S grid 1 45 0.5 

BEV Point- 
clouds 

2D projection 2 42 0.9 

Point 

Fusion 

2D images 

+ point 
                           clouds  

PointNet + 

ResNet 

2 47.8 1.2 

 

 

 
(a) YOLOv3 Detection Result 

 

(a) YOLOv3 Detection Result 

 

 
(b) BEV Detection Result 

 

 
(b) BEV Detection Result 
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(c) Point Fusion Detection Result 

 

 
(c) Point Fusion Detection Result 

Figure 1.Object Detection Results for 
Three Implemented Algorithms. (a) 

YOLOv3: Partially Visible Vehicles not 
detected (b) BEV: Partially Visible 
Vehicles detected (c) Point Fusion: 
Partially Visible Vehicles detected 

Figure 2. Object Detection Results for 
Three Implemented Algorithms. (a) 

YOLOv3: Missed Detections in Occluded 
Environment (b) BEV: Occluded Vehicles 
Detected (c) Point Fusion: Maximum 
Number of Occluded Vehicles Detected 

 
 
 
 
 
 

 

 

(a) YOLOv3 [7] Detection Result 

 

(b) BEV Detection Result 
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(c) Point Fusion [14] Detection Result 

Figure 3. Object Detection Results for Three Implemented 
Algorithms. (a)YOLOv3: Detections Missed (b) BEV: 

Discussion. 
Detections Missed (c)PointFusion: No Missed Detections 

Three metrics were chosen to evaluate the performance of each algorithm: 1) 
Accuracy, 2) Performance in Occluded Environment, 3) Computational Complexity. 
Accuracy 

Average precision (AP) was considered as a metric to determine the accuracy of 
detections. AP scores for implemented algorithms are listed in Table 1. As compared to 
YOLOv3 and BEV, Point Fusion gives higher AP. Projection losses associated with 
BEV reduced detection accuracy. On the other hand, YOLOv3 displayed reduced 
performance with KITTI dataset. Qualitative results depicted in Figure 1-3 revealed 
that sensor fusion gives the best detection results in all scenarios. Hence, the sensor 
fusion network proposed in Point Fusion overcomes the drawbacks associated with 
single sensor networks. 
Performance in Occluded Environment 

The closeness or merging of two factors such that one is completely or partially 
covered by the other is referred to as occlusion. Object detection in an obstructed 
environment is a beneficial indicator of algorithm performance due to the problem's 
complexity. As seen in Fig. 2, YOLOv3 and BEV missed most occluded objects 
whereas the sensor fusion network detected all occluded objects available in the scene. 
From the results delineated in Figure 1-3, it was observed that YOLOv3 gives poor 
performance, BEV gives an intermediate performance, and Point Fusion produces the 
most accurate results in an occluded environment. This proves that sensor fusion 
frameworks are suited for application in all types of scenarios. 
Computational Complexity 

YOLOv3 has a fully convolutional architecture comprised of 106 layers. It is 
the slowest network compared to BEV and Point Fusion; however, it is less 
sophisticated than many other detection networks. On the other hand, BEV is the least 
complex algorithm as it projected a 3D point cloud into a 2D point cloud using the 
method offered in MV3D and made detections using Faster-RCNN. Point Fusion lies 
between the other two algorithms in terms of computational complexity. Moreover, the 
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performance of Point Fusion was increased by the adoption of PointNet that processed 
point clouds in raw form. From qualitative results subdued in Figure 1-3 and AP 
unveiled in Table 1, it can be derived that the increased computational complexity of 
sensor fusion frameworks can be overlooked owing to their increased detection 
accuracy. 

In Figure 1-3 qualitative results are set forth. In Point Fusion detection results, 
front views of corresponding point clouds were also appended to reveal comprehensive 
results. 3D detections from Point Fusion were projected on the point clouds to 
generate front view detections. When compared with BEV detection results in Figure 
1-3, it became evident that Point Fusion also gives better performance when detections 
were made in point clouds. This performance improvement was justified by the fact 
that sensor fusion networks extract features from both 2D images and point clouds 
exploiting intensity, height, and density information. There is a partially visible vehicle 
in Fig. 1(a) that was not spotted by YOLOv3.The other two networks, on the other 
hand, caught the identical car, demonstrating that point clouds and sensor fusion are 
more capable of recognizing partially visible objects than 2D images. 

Moreover, in Fig. 2(a), YOLOv3 missed several occluded objects whereas 
maximum occluded objects were detected by Point Fusion. This was an important 
observation as performance in an occluded environment is an important parameter to 
evaluate the performance of networks. While sensor fusion frameworks are 
computationally complex and have greater inference time as reported in Table 1, these 
challenges can be traded off for better performance and accuracy of detection. 
Conclusion. 

We provide a comparison of three object detection techniques based on the input 
data type in this paper. An image-only algorithm, a LiDAR-only method, and a sensor 
fusion framework are among them. The KITTI benchmark dataset is operated to test 
these object detection systems. Performance evaluation concerning three metrics – i.e., 
accuracy, performance in occluded environment, and computational complexity – show 
that the sensor fusion framework gives better overall performance than single sensor 
algorithms. Qualitative and quantitative results expressed also support the thesis that 
sensor fusion for object detection is more productive as compared to camera and 
LiDAR only algorithms. As part of future work, we intend to explore the performance 
improvements achievement due to sensor fusion in the context of overhead vehicle 
profiling for Intelligent Transportation Systems (ITS). 
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nergy conservation has been the most popular topic of the modern world. Heating, 
Ventilation and Air Conditioning (HVAC) systems consume approximately 10 % of 
the total energy of world. In order to improve the efficiency of HVAC systems, two 

dimensional (2D) room with inlet, outlet and heat source has been modeled. ANSYS Fluent 
has been used for numerical analysis of air flow in a 2D room. User Defined Functions 
(UDFs), which are coded in C language and hooked in ANSYS fluent, have been used for 
recording temperature variations and for heat generation within 2D room. Besides studying 
velocity fields and temperature distributions within indoor environment under specified 
boundary conditions, reference region for comparative analysis is also selected during Steady 
State (SS) numerical simulations. During transient analysis, temperature variations of a selected 
location are recorded for four different scenarios under varying inlet velocity profiles i.e. three 
for 0°, 30°, 60° angle with 1.3661 m/s velocity and fourth 0° with 2.7322 m/s velocity. 
Temperature profile of reference region after 1500 sec of transient simulations are compared 
with the steady state. Temperature profile of the scenario once the air is injected at 30° closely 
matched with the steady state temperature profile of the selected region. Time for attainment 
of SS temperature is also measured and compared after transient simulations. SS temperature 
value was attained twice, first at 240 seconds when the air was injected at 0° with 2.7322 m/s 
and secondly at 522 seconds when inlet air entered at velocity of 1.3361 m/s at 30°. The power 
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consumption by increasing the fan speed is much higher as compared to the power consumed 
for changing direction only. 
Keywords: HVAC systems; energy conservation; computational fluid dynamics; user defined 
functions and heat generation. 

Introduction 
Study of indoor environment is relatively complicated owing to its dependence on 

velocity fields, temperature distribution and relative humidity maps. Study of indoor 
environment gets more complex once it comes to the presence of heat source within closed 
environment. HVAC systems are used in closed room for providing comfortable environment 
to the occupants. The fundamental phenomenon of convection governs the heat transfer 
within closed environment and keeps the temperature within comfortable zone. In the 
presence of heat source both natural and forced convections contributes towards heat transfer. 
Convection is a process of transferring heat from hotter to cooler medium by mass motion of 
fluids. In natural or free convection, hot air moves up and away from the hotter surface 
whereas in forced convection air is forced over the hot object for taking away heat and 
lowering its overall temperature. Heat transfer coefficient ‘h’ depends upon direction, 
magnitude of fluid flow and the temperature difference between the flowing fluid and the 
hotter object [1]. 

Over many years, various studies and analysis have been carried out to ascertain the 
air flow patterns and temperature gradient profiles within various geometrical boundaries. 
Major focus of the researchers have remained on forced convection rather than natural 
convection because heat transfer through the latter is considered negligible as compared to 
former. In 2D model, temperature distribution and velocity profile for free, forced and mixed 
convection with appropriate geometries and mesh refinement was presented by Horikiri et al. 
[2]. Although the CFD study was validated with experimental data for 2D empty room. But 
natural and mixed convections were achieved by keeping constant temperature boundary 
conditions only. Ni & Bai [3] presented the statistical research on air conditioning energy 
performances in data centers. HVAC systems constitute almost 38% of total energy consumed 
by data centers. Study also emphasized on the comfortable and optimum operating 
temperature range of 18°C~27°C which is also recommended by American Society of 
Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE). Fang et al. [4] carried out 
Computational Fluid Dynamics (CFD) simulations in order to study temperature distribution 
of the air conditioned room both under steady and transient conditions. However, fixed inlet 
conditions and profiles were used for the analysis. Mesenhöller et al. [5] presented the effect 
of ventilation on the interior temperature distribution. Unsteady ventilation led to stronger 
mixing effects in the interior zone as compared to fixed and steady ventilation. Raczkowski et 
al. [6] validated CFD model with the experimental data for ensuring thermal comfort in a 
naturally ventilated rooms. Schiavon & Melikov [7] calculated the energy conservation of 
HVAC systems under different velocity inlet profiles. Wang & Chen [8] studied various 
turbulence models for the assessment of transitional flows within closed environment. The 
complexity of the experiment and simulation was gradually increased from isothermal forced 
convection in totally empty room to a room with box and then to a heated box. 
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Study of the literature reveals that for economizing the energy consumption by HVAC 
systems, air distribution and temperature contours in closed environment under various 
circumstances plays the most pivotal role. Modeling and controlling HVAC system’s response 
under different conditions mainly depends upon the thermal comfort which includes, velocity 
field, temperature profile and relative humidity maps. 

According to third fan law, just by doubling the initial velocity will result in 8 time’s 
increase of power consumption by the fan only. Third law of the fan is stated below:- 

𝑃2 = 𝑃1 ( 
𝑈2  

3 
) 

𝑈1 
(1) 

Where P2 is the new power consumption, P1 is the initial power consumption, U2 new RPMs 
of the fans, U1 the initial RPMs of the fan. 

 

Model Equations 
Velocity field and temperature distributions are governed by basic conservation laws 

i.e. mass, momentum and energy conservation laws. The corresponding equations are:- 
Continuity equation. 

𝜕𝜌 
+ 

𝜕𝜌𝑢 
+ 

𝜕𝜌𝑣 
+ 

𝜕𝜌𝑤 
= 0 (2)

 
𝜕𝑡 𝜕𝑥 𝜕𝑦 𝜕𝑧 

Where ρ is density, u, v, w are velocity components in Cartesian coordinates system. 
Energy equation. 

𝜌𝑐 (
𝜕𝑇 

+ 𝑢 
𝜕𝑇 

+ 𝑣 
𝜕𝑇 

+ 𝑤 
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) =  
𝜕  

(𝑘 
𝜕𝑇

) +  
𝜕  

(𝑘 
𝜕𝑇

) + 
𝜕  

(𝑘 
𝜕𝑇

) + 𝑄 (3) 
𝜕𝑡 𝜕𝑥 𝜕𝑦 𝜕𝑧 𝜕𝑥 𝜕𝑥 𝜕

𝑦 
𝜕
𝑦 

𝜕
𝑧 

𝜕𝑧 

Where c is specific heat capacity, T is temperature, k is Thermal conductivity. 
Conservation of momentum 

𝜌 (
𝜕𝑢 

+ 𝑢 
𝜕𝑢 

+ 𝑣 
𝜕𝑢 

+ 𝑤 
𝜕𝑢

) = − 
𝜕𝑝 

+ 𝜌𝑔 
     

+ 𝜇∇2𝑢 (4) 
𝜕𝑡 𝜕𝑥 𝜕𝑦 𝜕𝑧 𝜕𝑥 𝑥 

𝜌 (
𝜕𝑣 

+ 𝑢 
𝜕𝑣 

+ 𝑣 
𝜕𝑣 

+ 𝑤 
𝜕𝑣

) = − 
𝜕𝑝 

+ 𝜌𝑔 
     

+ 𝜇∇2𝑣 (5) 
𝜕𝑡 𝜕𝑥 𝜕𝑦 𝜕𝑧 𝜕𝑥 𝑦 

𝜌 (
𝜕𝑤 

+ 𝑢 
𝜕𝑤 

+ 𝑣 
𝜕𝑤 

+ 𝑤 
𝜕𝑤

) = − 
𝜕𝑝 

+ 𝜌𝑔 
     

+ 𝜇∇2𝑤 (6) 
𝜕𝑡 𝜕𝑥 𝜕𝑦 𝜕𝑧 𝜕𝑥 𝑤 

Where p is pressure, μ is dynamic viscosity, g is gravity, ∇2 is Laplacian. 
Methodology 
Methodology adopted for numerical simulation is depicted in the following flow diagram:- 
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• CAD model of 2D Room. 
 
 

• CAD model imported in Ansys fluent 
• Meshing 
• Application of Boundary Conditions 

 

 
Steady 
State 

Simulatio 
n 

 

 
Transient 
Simulatio 

n 
 

 
Analysis 

• For velocity and temperature distribution 

• Center line used as refernce for temperaure measurements. 
• Indentification of point on center line for further comparison during transient simulations. 

 

• 3 Cases for varying inlet air velocity angles and 1 case for increasing inlet velocity. 
• UDFs for temperature measurements. 
• UDMs for storing average temperatures. 
• UDFs coded in C language and hooked in Ansys fluent 

 

• Temperatures measured during transient simulations under varying inlet profiles 
were compared with steady state temperatures. 

• Time for attainment of desired temperatures compared. 
 
 

Numerical Simulation 
Geometry and Setup. A 3D cubic room [8] as depicted in Figure 1 has been used for 

analyzing velocity field and temperature distribution. In order to study the flow separation, a 
cubic box of half the dimensions of the room (1.22 x 1.22 x 1.22m) was used at the center. 
Cubic box was heated to study the effect of natural convection in a room. About 0.03m inlet 
and 0.08m outlet cross configurations were used for analysis. 

Figure 1. 3D CAD Model of Room under Consideration. 
For the present study, center plane having inlet at top left and outlet at right bottom as shown 
in Figure 2. 
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Figure 2. 2D CAD Drawing. 
ANSYS fluent was used for numerical analysis. Complete 2D center plane of the room 

was discredited into 187,617 all quad cells of max size 0.005m. Inflation with first layer 
thickness of 0.0042m and growth rate of 1.05 was applied on all the edges with 5 layers as 
shown in Figure 3. k-ϵ Realizable with standard wall function turbulence model has been used 
for modeling turbulence. Semi Implicit Method for Pressure Linked Equations (SIMPLE) with 
second order upwind schemes have been set for pressure, momentum and energy whereas 
first order implicit scheme has been used in this analysis. 

 
Figure 3.Mesh with Inflation at the edges. 

Air was injected at 1.3661m/s with the constant temperature of 295.35K because same 
boundary conditions were used by reference [8]. A constant heat of 470.3W/m3 was generated 
from the box to simulate actual scenario and to cater for buoyant forces effect. Outlet 
boundary condition of pressure-outlet with zero Pascal of gauge pressure at 323.15K was set 
at the 2D room oulet. Initial interior temperature of the complete room was set at 323.15K. 

For numerical analysis, case was initially run for steady state in Ansys fluent for obtaining 
velocity field and temperature distribution profile in the room. Center line as shown in Figure 
6 was used as a reference for temperature measurements. For transient analysis, User Defined 
Function (UDF) of heat source was used for heat generation by the box and UDF (Execute 
at the END) was used to calculate average temperature around the center line as identified 
during steady state analysis. Both direction and magnitude of inlet air velocity profiles were 
varied in transient analysis depending upon already calculated average temperature of any 
identified point or region during steady state study. Present study only discusses the effect of 
change in direction and magnitude of inlet velocity at a constant temperature of 295.35K. 
Total of 4 cases excluding steady state were analyzed, out of which 3 cases for constant inlet 
velocity at clockwise 0°, 30° and 60° with the top wall. Last case was analyzed with the doubled 
velocity at 0° and constant temperature of 295.35K. 
Validation and Verification. Air distribution in a cubic room with the heated box was 
validated for constant inlet velocity of 1.3661 m/s and isothermal boundary conditions. Figure 
4 depicts the heat generation by the box within a cubic room. 



International Journal of Innovations in Science & Technology 

Jan 2022 | Vol 3|Special Issue Page | 192 

 

 

 
Figure 4. Temperature Iso-Surfaces inside a Cubic Room with Heat Generation. 

The results from the current simulations are compared with Wang & Chen [8] for 
validation before carrying out further analysis. The comparison plot of normalized x-velocity 
with the normalized height is validated in the Figure 5. 

 

Figure 5. A Comparison of Present Simulation with the Experimental Data. 
Results 

In order to simplify the analysis, center line was selected and its variations were studied 
with changing inlet profile. A point (1.22, 1.503) on the center line was chosen which had the 
maximum gradient below which the effect of heat generation source takes over. The steady 
state temperature contours along with the chosen point and velocity magnitude contours are 
shown in Figure 6&7 respectively. 

 
Figure 6. Steady State Temperature Profile. 
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Figure 7. Steady State Velocity Magnitude Contours. 

Temperature was measured at the center of each cell of the selected rectangular region 
around centerline as depicted in Figure 8. Average temperature of the region was calculated 
at the end of each iteration during steady state and after every time step during transient 
analysis. UDFs were separately coded and hooked in ANSYS fluent for recording live data 
during the simulation. Average temperature was stored separately in a User Defined Memory 
(UDM) for analysis purpose. Calculated average temperature can be used for continuously 
changing inlet velocity or temperature profiles. For simplicity and focusing on direct effect 
of inlet profiles on temperature distributions, UDF was only used for calculating average 
temperatures under different fixed inlet velocity profiles represented in Figure 8. 

 
Figure 8. UDM Temperature Contours. 

Transient Analysis. Transient analysis was run for 1500 seconds of physical time for three 
cases with constant velocity inlet (1.3661 m/s) at 0°, 30° and 60° of flow angles clockwise with 
the top wall. The transient response for the center line differed from the steady state response. 
The variation in the temperature profiles of center line during steady state and transient 
simulations (after 1500 seconds of physical time) are shown in Figure 9. 

 
Figure 9.Center Line Temperature Variation Plots. 
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Solid line in the graph (Figure 9) represents steady state variations. Dashed, dotted and 
dashed-dot lines shows constant inlet velocities at 0°, 30°, 60° clockwise angles with the top 
walls whereas ‘o’ plot shows the velocity variations with doubled inlet velocity i.e. 2.7322 m/s. 
Center line graphs showed that overall profile of inlet velocity injected at 30°, matches with 
the steady state profile with further decrease in temperature below 1.428m of height. Although 
overall profile of flow injection at 30° was shifted towards right by 0.05K but the overall 
temperatures values below the height of 1.428m were lower than the steady state injection at 
0°. The overall center line of height (1.5 ~2.16m) averaged temperatures of all the four cases 
along with the steady state bench mark as shown in Figure 10. The averaged center line 
temperature at 30° is 0.11K less than the inlet at 0° at same constant velocity. 

 

Figure 10. Center Line Averaged Temperatures. 
Area averaged temperature of the complete room was also calculated for 1500 sec of 

transient simulation. Comparative analysis as shown in Figure 11 revealed that the overall 
averaged room temperature at 30° is 0.0273K less than the velocity inlet at 0°. Averaged area 
room temperature for doubled velocity (2.7322 m/s) inlet at 0°is 0.3044K less than velocity 
(1.3661 m/s) at 0°. 

 

Figure 11. Area Averaged Temperatures of Room. 
The minimum temperatures achieved at the selected point (1.22, 1.5) was also compared 

for better analysis. Although with the change in selection (point or region), the values of 
temperature may produce results much different from the one shown in Figure 12. But overall 
averaged room temperature and the time it takes to reach will contribute towards energy 
conservation. 
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Figure 12. Min Temperatures of a Point (1.22,1. 503). 

Discussion 
After 1500 seconds of physical time transient simulations, SS point temperature value was 

achieved for only two transient simulation cases, first one was when the inlet air was injected 
at 30° with velocity (1.3661 m/s) and the second was once air was injected with doubled 
velocity (2.7322 m/s) at 0°. So, during transient simulations, time to attain desired temperature 
could be reduced either by changing angle or magnitude of the inlet air by keeping its 
temperature constant. Time can be further reduced even be making an appropriate 
combinations of both i.e. angle and magnitude of inlet air. But the energy requirement to 
change the direction was observed less than by increasing the velocity magnitude. 

Comparison of transient temperature profiles at a chosen point (1.22, 1.5) for all four cases 
is shown in Figure 13. The transient study showed that the SS temperature value of the chosen 

point i.e. 295.65K could not be achieved at 0° inlet velocity at 1.3661 m/s however it was 
achieved at doubled the inlet velocity i.e. 2.73 m/s at 240 sec. SS temperature value of the 
selected point was also achieved in 522 sec once the constant temperature air was injected at 
1.3661 m/s but at 30°. 

 

Figure 13. Transient Temperature Profiles 
Doubling the velocity at inlet from the constant area will double the volume flow rate. 

According to first fan law, the RPMs is directly proportional to volume flow rate. In this study 
volume flow rate is doubled from 0.1 m3 /s to 0.2 m3 /s (i.e. velocity is doubled from 1.3661 

m/s to 2.7322 m/s through area 0.0732 m2) keeping other conditions constant and changing 
the velocity only. So, as per Equation 1, the power consumption by the fan will increase by 8 
times. 
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Conclusion. 
Varying the inlet velocity profiles in 2D room, the indoor velocity field and temperature 

distribution vary significantly as compared to open air. Although by changing velocity, 
magnitude will produce early and better cooling but more energy will be consumed. By 
doubling the velocity at inlet, the power consumption will increase 8 times of the initial fan 
power or the power being consumed just by changing the inlet direction. To achieve similar 
results without consuming extra energy, change in inlet velocity direction is one of the 
recommended option. However, change in inlet direction may take little more time than by 
increasing the velocity only. Steady State temperature of 295.65K is achieved either by 
doubling the velocity (2.7322 m/s) in 240 seconds or by injecting the air at 30° with 1.3661 
m/s in 522 seconds. 
Acknowledgement. This manuscript has not been published in other journals previously. 
This research is supported by CEME, NUST, Pakistan. 
Author’s Contribution. Atta ul Mannan Hashmi developed the theory and performed the 
numerical computations. Arshan Ahmed and Fahad Rafi Butt verified the analytical results. 
Shahbaz Ghani and Imran Akhtar analyzed effect of various inlet velocity profiles on indoor 
temperature for energy conservation of HVAC. All authors discussed the results in detail and 
contributed to the final manuscript. 
Conflict of interest. The authors declare no conflict of interest for publishing this manuscript 
in IJIST. 

REFRENCES 
[1] https://www.iea.org/news/air-conditioning-use-emerges-as-one-of-the-key-drivers-of- 

global-electricity-demand-growth 
[2] K. Horikiri, Y. Yao, and J. Yao, “Numerical simulation of convective airflow in an empty 

room,” “Int. J. Energy Environ” 2011, vol. 5, no. 1, pp. 574–581. 
[3] J. Ni and X. Bai, “A review of air conditioning energy performance in data centers,” “Renew. 

Sustain. Energy Rev.” 2017, vol. 67, pp. 625–640. 
[4] P. Fang, T. Liu, K. Liu, Y. Zhang, and J. Zhao, “A simulation model to calculate temperature 

distribution of an air-conditioned room,” “Proc. - 2016 8th Int. Conf. Intell. Human- 
Machine Syst. Cybern. IHMSC” 2016, vol. 1, no. 2, pp. 378–381. 

[5] E. Mesenhöller, P. Vennemann, and J. Hussong, “Unsteady room ventilation – A review,” 
“Build. Environ.” 2020, vol. 169. 

[6] A. Raczkowski, Z. Suchorab, and P. Brzyski, “Computational fluid dynamics simulation of 
thermal comfort in naturally ventilated room,” “MATEC Web Conf.” 2019, vol. 252, p. 
04007. 

[7] S. Schiavon and A. K. Melikov, “Energy saving and improved comfort by increased air 
movement,” “Energy Build.” 2008, vol. 40, no. 10, pp. 1954–1960. 

[8] M. Wang and Q. Chen, “Assessment of various turbulence models for transitional flows in an 
enclosed environment (RP-1271),” “HVAC R Res.” 2009, vol. 15, no. 6, pp. 1099–1119. 

 

 

Copyright © by authors and 50Sea. This work is licensed under 
Creative Commons Attribution 4.0 International License. 

https://www.iea.org/news/air-conditioning-use-emerges-as-one-of-the-key-drivers-of-global-electricity-demand-growth
https://www.iea.org/news/air-conditioning-use-emerges-as-one-of-the-key-drivers-of-global-electricity-demand-growth


International Journal of Innovations in Science & Technology 

Feb 2022 |Vol 3|Special Issue Page| 197 

 

 

C 

  

An Automated Framework for Corona Virus Severity 

Detection Using Combination of AlexNet and Faster 

RCNN 
Muhammad Haris Munir1, Rabbia Mahum2, Muhammad Nafees3, Muhammad Aitazaz4, 
Aun Irtaza5 
1,2,3,4,5 Department of Computer Science, University of Engineering and Technology- 
Taxila,Taxila 47050, Pakistan 
1mharis.munir@students.uettaxila.edu.pk,2,*rabbia.mahum@uettaxila.edu.pk, 
3muhammad.nafees@students.uettaxila.edu.pk, 
4muhammad.aitzaz@students.uettaxila.edu.pk, 5aun.irtaza@uettaxila.edu.pk 
Citation | Munir. M. H, Mahum. R, Nafees. M, Aitazaz. M, Irtaza. A, “An Automated  
Framework for Corona Virus Severity Detection Using Combination of AlexNet and 
Faster RCNN”. International Journal of Innovations in Science and Technology. Vol 3, 
Special Issue, pp: 197-209, 2022. 
Received | Dec 27, 2021; Revised | Feb 2, 2022 Accepted | Feb 4, 2022; Published |Feb 
19, 2022. 

oronavirus has affected daily lives of people all around the globe. Lungs being the 
respiratory organ are the most affected by such a virus. Alternative techniques for 
diagnosing the coronavirus involving X-rays and CT scans of the chest have been 

proposed. The severity of the disease, on the other hand, is a crucial component in the 
patient's treatment. As a consequence, an automated approach to ascertain the severity 
of the coronavirus on the lungs is designed to decrease the impacts of the coronavirus 
on the lungs and practice the right treatment. In this manuscript, we proposed a deep 
learning-based model for identifying the severity level of coronavirus on the lungs which 
is further categorized in high, moderate, and low. We employed AlexNet for the disease 
detection and Faster RCNN for the severity level prediction based on the affected area 
of the lungs. The evaluation is assessed using X-rays and CT scans of the lungs. Total 
1400 images have been employed for the training and performance evaluation of the 
proposed system. The metrics that we considered for the performance evaluation are 
accuracy, precision, recall, error rate, and time. The results showed that our proposed 
model attained about 98.4% accuracy and 98.15% precision. 

Keywords: Classification; Detection; Deep Learning; Severity Detection and Disease 
Identification. 
INTRODUCTION 

An outbreak of the COVID-19 virus emerged in December 2019 in Wuhan, the 
capital of central China's Hubei province. Although it had a zoonotic origin however, its 
widespread human-human transmission has resulted in the spread of the virus all over 
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the world. This virus's emergence has been officially labeled as a global pandemic, and it 
has impacted the complete lifestyle around the world [1] [2]. The common symptoms of 
this virus are fever and cough with other non-specific symptoms like dyspnea, headache, 
muscle soreness, and fatigue. Initial analysis in Wuhan reveals the presence of some 
bilateral lungs opacities on chest CT scans in infected patients. Moreover, the lobular and 
sub-segmental area of consolidation is considered as one of the most important factors 
in the infected patients [3]. The chest CT scan is witnessed worst approximately 10 days 
after symptoms [4]. 

Due to advancement in Deep Learning (DL) techniques, various models of DL 
have been developed for the detection of corona virus. However, lab results are also 
considered for the validation of decisions by physicians. Transfer learning models have 
been employed i.e. GoogleNet, inception_V3 for virus detection that was trained on 320 
images. The accuracy of this model was 82.5%. Xu, Xiaowei, et al. (2020) [5] have applied 

the VNET–IR–RPN model for both Segmentation and classification of CT scan images 
to detect the virus. Their model was trained upon 528 CT scan images. The overall 
accuracy was observed as 86.7%. Song, Ying, et al.(2021) [6] applied DRENet based 
upon pre-trained ResNet50, very robust to detect objects within images. About 777 
images participated in this analysis to train their model and achieved an accuracy of 93%. 

El Asnaoui, Khalid, and Youness Chawk (2020) [7] have done a comparative 
analysis using modern Deep Learning models (VGG-16, VGG19, DenseNet201, 
Inception_ResNet_V2, Inception_V3, Resnet50, andMobileNet_V2) to check which 
model does better detection and classification. Dataset of 6087 images of CT and X-rays 
scans were availed to train the models. Results proved that inception_Resnet_V2 and 
Densnet201 provided good results comparatively (92.18% and 88.09 % respectively). 
Rajaraman et al. [8] has developed a DL technique using X-ray images named as CXR 
images. He attained the 55% and 65% accuracies on test data using Twitter and Montreal 
CXR images. Gozes et al. (2020) [9] have built a model that enables covid patients to be 
distinguished from non-covid patients. Their approach generated a lung anomaly 
localization map as well as measurements. This approach was divided into two parts: 

Part I: To detect nodules, for that 3D analysis was used. Small opacities were 
created using software, followed by localization and measurements. 

Part II: The lung Crop stage is the first phase in Part II. A lung segmentation 
module was used to extract the lungs region of interest (ROI) (U-net architecture). The 
next step is to use ResNet50, a deep convolutional neural network model to detect 
coronavirus abnormalities. Narin et al. [10] Have built an autonomous and deep learning 
based technique for predicting Covid using X-ray images (2020). Three Deep 

Convolutions Architectures were used in the suggested technique. They have used a 
dataset comprising of 50 images of covid patient’s X-ray and 50 images of healthy 
person’s X-ray. The X-rays, as well as all other images, were scaled to 224x224 pixels. To 
get around the issue of a restricted number of datasets, the Transfer learning models were 
utilized by the authors. The DCNN was a transfer learning models that utilized the k- 

fold method and the transfer learning methodology and achieved an accuracy of 98%. 
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A deep learning classifiers system called "COVIDX-Net" was proposed by 

Hemdan et al. (2020) [11] to assist radiologists in automatically identifying Covid19. The 
framework created enables for the classification of Covid X-rays into covid positive and 
covid negative categories. They have used a set of data that included 50 X-ray images 
were divided into two groups: normal and Covid positive. Instances that are favorable, 
each consists of 25 X-rays images. The photographs were shrunk to 224x224 pixels. For 

the project, 80% of the photographs were used for testing and 20% for training. By using 
VGG19 and DenseNet models they have attained results, with F-1 scores of 89% and 
91% for normal and covid positive patient, respectively. 

Farooq and Hafeez (2020) [12] introduced CNN to distinguish Covid patients 
from other Pneumonia and healthy patients. They used COVIDX dataset [13]. They used 

5941 chest radiography images in the dataset, gathered from 2839 patients. They 
employed a subset of the COVIDX dataset, which was separated into four batches. 
Covid with 48 images, Bacterial with 660 images, Viral with 931 images, and Normal with 
1203 images the training stage, which was completed in three parts. The results showed 
that the suggested Covid Res-Net worked well. Shan et al. [14] have proposed a new DL 
model that can segregate and quantify infected areas in CT images of Covid patients. In 

order to assist radiologists in clarifying automatic annotation of each case, the authors 
used VB-Net Neural Network and (HITL) technique. They then employed evaluation 
metrics to analyze the model's performance. The CT scans were sorted into categories. 
The segmentation network has been trained using these CT images. 

The segmentation findings were manually corrected by radiologists and used to 

feed the model as updated data. They iteratively created the model. The study (Xu et al.,  
2020) used deep learning algorithms to identify COVID-19 from Influenza-A viral 
pneumonia and healthy pictures. To classify Computed Tomography (CT) images, they 
employed multiple CNN. The procedure can be broken down into four steps: 1) The 
photos were pre-processed in order to extract the most useful pulmonary areas. 2) 

Multiple candidate picture cubes were segmented using a 3D CNN. 3) To distinguish the 
pictures patch into Covid, Influenza-A, and healthy, an image classification model was 
applied. 4) An overall analysis report for one CT sample was created using the noisy-or 
Bayesian function. For segmentation, the VNET-IR-RPN model was utilized, and for 
classification, the ResNet-18 model with the location attention mechanism model were 

used. They have achieved an accuracy of 86.7%. 
El Asnaoui et al. (2020) compared contemporary DCNN architecture for binary 

categorization of pneumonia images using fine-tuned VGG16. They achieved accuracy 
of 96%. The authors of Zhang et al. (2020) [15] demonstrated a deep learning algorithm 
for detecting Covid in patients using X-ray pictures of chest. The model consisted of 

three parts: The main network, which is made up of 18 layers of residual convolutional 
neural networks (RCNN), is the first. It extracts high level features from an X-rays of the 
chest. The second is the classification head, which is responsible for generating the Pcls 
classification score. It was driven by the main network's extracted features. The anomaly 
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detection head is the third component, and it allows Pano to generate a scalar anomaly 

score. The choice was made based on a threshold T after calculating the categorization 
score and scalar anomaly score. The findings revealed that the sensitivity was high as 96% 
for T = 0.15. 

In this research, we introduce a novel technique that will help the radiologist and 
the physicians to detect the presence of coronavirus and the severity of COVID-19 
manifestation using the Deep Learning model. Hence, considering the sensitiveness of 
this disease, time does matter and any delay in the diagnosis and isolation of patients 
affects the treatment and prognosis and ultimately affects the control of the COVID-19 
epidemic. 

The main contributions of the proposed framework are as follows: We proposed 
an effective coronavirus severity detection technique through a hybrid deep learning 
model i.e. AlexNet [16] and FasterRCNN [17]. Our proposed framework is robust to the 
input images of lungs i.e X-ray and CT Scans while existing state-of-the-art techniques 
are based on either X-ray or CT scan images. Our detection method effectively extracts 
the attributes from the images using modified AlexNet and categorizes the severity using 
Faster RCNN into three levels i.e. moderate, high, and low. 
Material and Methods. 

This study proposes a two-step technique for the detection of the corona virus's 
severity. In the first step, AlexNet was availed for the classification of the images to detect 
the virus's affected images. In the second step, faster RCNN was trained on multi-class 
images to determine the severity of the coronavirus. We have made the following block 
diagram shown in Figure 1 using Microsoft Visio showing the complete working of 
proposed model. 
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Figure 1. Architecture of the Proposed System. 
AlexNet CNN for Detection of Corona Virus 

We displayed an AlexNet Convolutional Neural Network (CNN) for corona 
virus identification in the proposed strategy. Five convolutional layers, two fully hidden 
layers (totally connected), and one output layer make up the CNN's total of 25 layers 
(fully connected). Moreover, three maximum pooling layers having size 3x3 were 
manipulated with a stride of 1 after the three convolutional layers i.e. first, third, and fifth. 
After each convolutional layer and the first two fully connected layers, we exploited 
Rectified Linear Unit (ReLU) layers. Normalization layers having window size 5 were 
adopted after the second and third layers. Dropout value of 0.5 was applied before the 
first and second Fully Connected (FC) layers. A softmax layer was employed after the 
last FC layer. Moreover, the AlexNet accepts the size of the image as 227x227, however, 
images from our dataset had a resolution of 340x320x3, therefore down-sampled to the 
size of 227x227x3 for the AlexNet algorithm as AlexNet architecture accept image’s  
dimension of 227x227. The input image was convolved on the first convolutional layer 
with a filter of 11x11. The size of the window was reduced to 5x5 in the next layer. The 
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window size for the third, fourth, and fifth layers was set to 3x3. Fully linked layers with 
4096 nodes were deployed after convolutional layers. Two nodes for the binary 
classification were added in the final FC layers: affected and non-effected. The parameter 
of learning rate was set to 0.01 and the batch size was set to 75. 
Problem Formation 

Let I={I1,I2,……,In} indicate the total number of images obtained from the CT 

scans and X-rays. Images were classified into two classes i.e. Affected as 𝐼𝑒𝑓𝑓and Non- 

Effected as 𝐼𝑛_𝑒𝑓𝑓through AlexNet. For severity detection, 𝐼𝑒𝑓𝑓 images were classified 

further into three classes such as 𝐼𝑚𝑜𝑑, 𝐼ℎ𝑜𝑔ℎ, and 𝐼𝑙𝑜𝑤 through Faster RCNN. 
Faster RCNN for Disease Severity Detection 

The Faster RCNN is a modified version of existing models such as RCNN and 
Fast RCNN, that operate the Edge Box to create the region proposals for the detection 
of objects. Faster RCNN exercises a Region Proposal Network (RPN) instead of the 
Edge Boxes technique to form the region proposals. Therefore, the complexity of Faster 
RCNN is reduced than existing models. The image sample and the position of the 
affected area of the image sample are the two types of input for the faster RCNN. Faster 
RCNN is trained on images that fall into one of three categories based on the area of the 
bounding box that depicts the damaged lungs. 
Faster RCNN produces two outputs: 1) classified images based on training, and 2) 
bounding box coordinates. 
Image Annotation 

Image annotation is a process to label the classes for the classification in multi- 
class object recognition. In the proposed system, we have applied the labeling technique 
for annotation of the images and generated a manual box around the affected part of the 
lungs under the guidance of a medical expert. These annotations were saved in XML files 
that have three classes named "High", “Medium” and “low” for the affected part of the 
lungs and other properties such as x-minimum, y-minimum, x-maximum, y-maximum, 
width, and height according to the class. For all images, there exists an XML file that was 
employed to create the CSV file. At last, the training file is created to get benefit in a 
training phase. 
Classification 

For classification of the images, according to COVID-19 virus severity effect on 
lungs, we apply trained faster RCNN. The Faster RCNN is trained on images of the lungs 
with three severity levels based on the bounding box area. COVID-19-related training is 
based on photos with a bounding box around the afflicted region of the lungs. 

Using factors such as height and width to show the diseased section of the lungs, 
we calculated the maximum area of the bounding boxes. The severity level is classified 
as mild if the region covers less than 25% of the lungs. The severity level is classed as 
medium if the area covers between 25% and 50% of the lungs. The level is classified as 
high if it is greater than 50%. Furthermore, the model complexity is lowered due to fewer 
bounding boxes in training photos. Hence, classified images of severity levels of patients, 
help the physicians to decide the further treatment. The severity level is defined 
as S, computed as described in equation 1. 
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𝐿𝑜𝑤 𝑖𝑓 (𝑎𝑟𝑒𝑎 ≺ 25%) 

𝑆 = {𝑀𝑒𝑑𝑖𝑢𝑚 𝑖𝑓(𝑎𝑟𝑒𝑎(25% ≤ 𝑎𝑟𝑒𝑎 ≺ 50%) 1 

𝐻𝑖𝑔ℎ 𝑖𝑓(𝑎𝑟𝑒𝑎 ≥ 50%) 

Dataset: The proposed model was evaluated on a dataset of 1400 unenhanced chest CT 
scans (700) [18] and X-ray images (700) [19] of lungs. The age range of patients was from 
5 to 85 years. The dataset was divided into 350 non-covid images of X-ray, 350 non- 
covid images of CT Scans, 350 covid positive images of X-rays, and 350 covid positive 
images of CT Scans. Most of the patients were having co-existing diseases such as 
coronary heart disease, hypertension, diabetes, and pneumonia. Images were acquired of 
the inpatients having positive Reverse Transcription Polymerase Chain Reaction (RT- 
PCR) test, additionally convoyed by clinical symptoms. The range of scanning was from 
the apex to the lungs. Moreover, the Image format was DICOM consisting of 16-bits 
grayscale values with the size of 512x512. Therefore, all images were down-sampled to 
(227x227 & 224x224) exploited for the training and testing. We selected 60% samples 
for the training of AlexNet and Faster RCNN and 40% for the testing of the model. For 
the training of AlexNet and Faster RCNN, images were down-sampled to the resolution 
of 227x227x3 and 224x224x3 respectively. We altered various parameters in the training 
phase such as learning rate, epochs, and mini-batch size. We attained the best results for 
the CT Scan datasets as the images are more high-quality than the X-ray. 
Experimental Evaluation. 

In this section we evaluated the performance of the proposed model, the metrics 
that we considered were precision, recall, accuracy, f1-score, and error rates. Both 
precision (percentage of true positive) and recall (percentage predicted as true positive) 
are vital metrics for retrieving performance information of the model. We are employing 
these metrics to evaluate the performance percentage of classification of positive cases 
using our proposed model and also in our case positive class retrieval should be accurately 
performed than the negative class as we don’t want to miss any covid positive case 
patient. Therefore, recall should be high as in critical medical cases we can compromise 
on precision and we cannot compromise on recall. Moreover, true positive (TP), false 
positive (FP) and false negative (FN) are employed in Precision and Recall as shown in 
figure 2 and 3. F1-score is the harmonic mean of both precision and recall. It is computed 
using FP and FN. More precisely, FP represents the number of images classified 
incorrectly as positive case and FN refers to the cases that are positive in reality however 
are classified as negative case.. It also provides us significant performance evaluation even 
in the case of unbalanced dataset. Furthermore, we have used accuracy as performance 
metric to compute the performance percentage of our proposed model over testing data. 
We have computed error rate to evaluate the percentage of our testing data that is 
misclassified. 
Formulae of above-mentioned metrics are given below: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 
𝑇𝑃 

, 2 
𝑇𝑃+𝐹𝑃 

𝑅𝑒𝑐𝑎𝑙𝑙 = 
𝑇𝑃 

3 
𝑇𝑃+𝐹𝑁 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 
2∗(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙) 

4
 

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙) 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 
𝑇𝑃+𝑇𝑁 

5 
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 

𝐸𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 = 
𝐹𝑃+𝐹𝑁 

6 
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 

Confusion matrix is a summary table that exhibited the performance of our mode 
in term of prediction of the examples of every class. Axes of below matrix shows 
predicted-labels vs actual labels. Entries of following table tells us the number of positive 
covid cases the proposed model has correctly predicted i.e. TP, how many positive covid 
cases it has falsely predicted i.e FP, number of negative covid cases it has predicted 
correctly i.e. TN, and how many negative covid cases it has falsely predicted i.e. FN. In 
the following confusion matrix, we have utilized 560 testing images of x-rays and CT- 
scans. These images include 300 images of positive class and 260 images of negative class. 
The positive class images showed various severity levels, however in this experiment we 
are considering results of binary classification. The results are exhibiting the classification 
performance of the proposed system that is how many cases were correctly classified as 
positive and negative cases. The confusion matrix is shown below. 
We have made the following confusion matrix Microsoft Visio after results calculation. 

 

Figure 2. Confusion matrix for binary classification 
In the second evaluation step, we computed the performance of our proposed 

algorithm on both datasets i.e. CT Scans and X-ray images. The performance of our 
proposed model over both datasets images such as X-rays and CT Scans is considerable. 
The accuracy of the proposed model is 98.3% over CT Scans images and 98.5% over X- 
ray images and error rates are 1.7% and 1.5% respectively. Furthermore, overall 
performance of our model is showing significance of the technique to use it in medical 
field. The accuracy of the model is 98.4%, precision is 98.15%, and recall is 98.3%. Other 
than the evaluation results, our proposed algorithm is a generalized model that can be 
trained on less number of images for classification as compared to traditional machine 
learning based models which makes it capable to employ it for other disease detection 
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problems. The detail of the results is reported in Table 1. The graph is shown in figure 
3. 

Table 1. Performance Evaluation on the Datasets. 
Dataset(Image) Precision (%) Recall (%) F1-Score (%) Accuracy (%) Error (%) 
CT scans 98 98.1 98.05 98.3 1.7 
X-ray 98.3 98.5 98.4 98.5 1.5 
Average 98.15 98.3 98.22 98.4 1.6 

In our second experiment, we trained Faster RCNN, and AlexNet on training 
data separately to compare results with the proposed hybrid model. Faster RCNN takes 
a training time of 150 minutes for training images while AlexNet takes 175 minutes. 
Moreover, AlexNet performs classification on the bases of visual features whereas Faster 
RCNN employs bounding box for the object detection and performs classification. In 
our scenario, Faster RCNN is trained over effected are of lungs in Xrays and CT Scans. 
The bounding box locations representing the affected area of lungs are fed to the model 
and then classification is achieved to assess the performance. The AlexNet algorithm 
achieves the 96% accuracy while Faster RCNN attains 96.8% accuracy. Furthermore, our 
proposed hybrid model achieves the 98.4% accuracy that shows the efficacy of the 
system. The comparative results are reported in Table 2. 
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Figure 3. Performance Plot for the Proposed Model. 
We have made the graph shown in figure 3 using Microsoft Excel sheets after results 
generation. 

Table 2. Evaluation Metrics for the Proposed System. 
Model Precision (%) Recall (%) Accuracy (%) Error (%) 
AlexNet 92 93 96 4 
Faster RCNN 94 94.8 96.8 3.2 
The Proposed 
Model 

98.15 98.3 98.4 1.6 

In our last experiment, we compared the performance of our hybrid deep 
learning model against the various automated deep learning techniques i.e. Xception, 
ResNet_V2, DenseNet201, ResNet50, MobileNet_V2, and SqueezeNet employing the 
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same dataset for training and validation. We tuned training parameters for the proposed 
system such as initial learning rate of 0.001, batch size of 35, and epochs of 20. Our 
proposed algorithm takes minimum time for training i.e. 39,200 seconds. Additionally, 
for efficiency evaluation, we employed different datasets images i.e. CT scans and X-ray 
images of Covid and pneumonia patients. The algorithm takes the same time for the 
training of both datasets. In Table 3, the detection performance comparison is shown. 
From the reported results, it is shown that our hybrid model outperforms the other deep 
learning methods. The comparison is shown in figure 4. Furthermore, some of the 
positive class tested images are shown in figure 5. 

Table 3. Comparative Analysis with the other Deep Learning Models. 
Method of Covid-19 Detection Accuracy (%) Time(seconds) 
Xception 95.70 49,820 

ResNet_V2 93.18 48,921 

DenseNet201 90 40,829 

ResNet50 89.01 48,920 

MobileNet_V2 91 41,293 

SqueezeNet 92.3 43,232 

The Proposed Model 98.4 39,200 
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Figure 4. Comparison with the Existing DL Techniques. 
Figure 4 is showing the effectiveness of our proposed model in comparison to already 
existing models. 
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Figure 5. Detection results on test data 
The images in figure above were generated after implementation of technique on the 
input images, then after that we have formatted/combined those images in Microsoft  
Visio. 

We have employed various experiments to evaluate the results and efficacy of 
our proposed model. It is depicted from the results that our proposed algorithm 
outperformed the existing detection techniques of the corona virus detection. Our 
proposed model is based on transfer learning mechanism that is already trained over 
millions of images. Therefore, it can be utilized for other disease detection problems. The 
training time of our proposed system is also comparable to other existing techniques. 
Moreover, Faster RCNN algorithm extracts the most representative features from the 
images due to implication of bounding boxes, which is not a characteristic of the other 
existing classification models for corona virus detection. 
Conclusion. 

This study proposes an effective Covid-19 severity detection framework using a 
combination of deep learning models. We harnessed AlexNet deep learning model for 
coronavirus detection to filter the virus-affected images. Next, we employed the Faster 
RCNN algorithm to detect the affected area of the lungs due to the virus. The severity 
of the ailment was determined based on the area. X-rays and CT scans of the lungs are 
maneuvered to assess the examination. For the training and performance evaluation of 
the proposed system, a total of 1400 photos were employed. The average accuracy of our 
proposed model is 98.3 percent, indicating the framework's effectiveness. The 
performance of our proposed framework degrades to some extent when X-ray images of 
pneumonia were classified as Covid-19 positive. We are planning to overcome this 
restraint in the future. 
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substantial amount of research has been done to develop improved Intelligent 
Transportation Systems (ITS) to alleviate traffic congestion problems. These 
include methods that incorporate the indirect impact on traffic flow such as 

weather. In this paper, we studied the impact of weather conditions on traffic congestion 
along with more spatial and temporal factors, such as weekdays/time and location, which 
is a different approach to this problem. The proposed solution uses all these indicators to 
estimate the flow of traffic. We evaluate the level of congestion (LOC) based on the traffic  
volume grouped in certain regions of the city. The index for the defined LOC indicates 
the traffic flow from “free -flowing” to “traffic jam”. The data for the traffic volume count 
is collected from the Department of Transportation (DOT) for NYMTC. Weather 
conditions along with special and temporal information have an essential role in predicting 
the congestion level. We used supervised machine learning for this purpose. The 
prediction models are based on certain factors such as the volume count of the traffic at 
the entry and exit point of each street pair, particular days of the week, timestamp, 
geographical location, and weather parameters. The study is done on the major roadways 
of each of the four prominent boroughs in New York. The results of the traffic prediction 
model were established by using the Gradient Boosting Regression Tree (GBRT) which 
showed an accuracy of 97.12%. Moreover, the calculation speed was relatively fast, and it 
has stronger applicability to the prediction of congestion conditions. 
Keywords: Gradient Boosting; Decision Tree Algorithm; Supervised Machine Learning; 
Traffic Congestion 

INTRODUCTION 
An enormous increase in urban traffic has been observed recent times, globally 

[11]. The overall process of modernization is speeding up, leading to the rapid growth of 
vehicular traffic on roads [12]. To cater the needs for a huge surge in traffic, urban road 
networks are becoming over complex [13]. Consequently, urban traffic problems are 
getting serious and traffic congestion is one of them [1]. In metropolitan cities, if the 
factors leading to the congestion are neglected or, congestion is not predicted and reported 
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properly to the users in time, it can lead the road networks to be paralyzed [14]. The early 
step to tackle the problem of congestion is to prevent it from happening [14]. Therefore, 
the establishment of traffic flow, forecasting with respect to the day and time of the day is 
conducive to the preparation of targeted preventive measures which serve as an early 
warning [15]. The usage of Intelligent Transportation Systems (ITS) to predict traffic- 
related information has gained popularity in the field of smart transportation. A well- 
designed ITS can estimate and inform drivers of the locations and time frame of congested 
road sections, thus giving them a warning to avoid taking that route [16]. Moreover, it can 
also provide a significant amount of information for authorities of large metropolitan areas 
in order to control the parameters of the traffic signal to reduce the Level of Congestion 
(LOC) [17]. 

Supervised machine learning models are highly effective and fast with training 
structured data [18]. However, performance and accuracy of the model is highly dependent 
upon the dataset since its correct input features and labeling are followed by minimum 
null values which define accuracy of a model in a real-world [18]. These models are 
expected to generate adequate results with precision as the datasets become more diverse 
[19]. 

In this research paper we have used the supervised machine learning models to 
estimate the traffic flow and congestion of recent times. The correlations between implicit 
traffic-related data and weather condition data define influence of values on each other. A 
detailed exploratory analysis was performed over important weather features that impact 
congestion on the roads the most, to unveil individual impacts over the traffic flow within 
the given route at a certain time and day of the week. 

The objectives of this research were to examine and evaluate granular relationships 
between external factors (Weather and ToD (time of day) in our case) with “Traffic  
Counts” within an area by the use of Supervised Machine Learning Algorithms. The  
conclusion we reached enabled us to reach a concise evaluation of these 2 factors and 
paved the way for a future deep-dive into other factors to further quantify an expected 
traffic count within an area, based on those factors. The objectives were achieved as 
relationships were established. 

BACKGROUND 
Researchers from different domains have studied the problem of traffic flow and 

congestion using various techniques in the past. Statistical analysis is based on a variety of 
features that lead to the measurement of congestion of vehicles on roads such as motion 
of the vehicle, stationary time of the vehicle, the velocity of the vehicle, or the cluster of  
the vehicles within the selected segment of the road network. Data collection is the first  
step to solve the traffic problems. Various methods including GPS-based [2] and cellular- 
based [3] sensors installed in smartphones, vehicles, and roadsides, to gather data of 
geographical location and timestamp. Modern traffic solution are based or safe city 
cameras and drones etc. to extract the vehicle data from intersections, highways, and 
freeways. [9] Both the supervised and unsupervised machine learning algorithms have 
played an integral part in predicting the congestion based on the feature, labeled and 
unlabeled. In our study, we took the data from each entry and exit of each pair of streets 
to estimate the traffic congestion and to measure the influence of weather on the overall 
pattern of traffic flow The main objective of this research is to apply a supervised machine 
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learning model to predict the traffic flow and to examine the impact of weather condition 
on traffic congestion 
RESEARCH QUESTIONS 
The following are the research problems that we tackled in our study: 

We have used the supervised machine learning model to estimate the traffic flow 
and congestion in the study. The correlations between implicit traffic-related data and 
weather conditions, define the influence of values on each other. A detailed exploratory 
analysis was performed over important weather features that impact congestion on the 
roads, to unveil individuals’ impacts over the traffic flow within the given route at a certain  
time and day of the week. 
RESEARCH METHODOLOGY 

This study utilized various approaches to analyze and use supervised machine 
learning to produce adequate results with minimal error. 
Approach 

Supervised machine learning approach has been used in this research to study the 
problematic statement. With the experiments conducted on the dataset, we were able to 
make clear judgments, according to the supervised machine learning algorithms for fast 
and relatively accurate results. All the inputs (features) and outputs are labeled in the 
dataset which are required to train the model. It is also important to note that the 
supervised machine learning is mainly used to deal with two problem-sets: classification 
and regression. For accurate prediction of traffic congestion, the model was trained based 
on continuous values of the traffic count. Congestion level of traffic count was varied with 
the help of the classification model. The accuracy and precision of scaled traffic count is 
used in the research to define the Level of Congestion (LOC). 

 

Figure 1. Supervised Machine Learning Pipeline 
The basic pipeline can be seen in Figure 1. The workflow for the proposed system 

in this research diverse involves the ingestion of raw data that has been obtained from 
source and then applying the data processing techniques to wrangle, processing and 
engineering meaningful features and attributes from this dataset. All these data preparation 
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steps allow us to train the model which is later used in the testing phase and then for hyper 
parameter optimization. It helped us in evaluation of a machine learning algorithm that is 
suitable for the data. The features selected from the data were used in the deployment of 
the model. The regression- model was used to experiment with the dataset as data 
comprises of continuous values. The regression model includes independent variables 
pertaining to month, hour, and a dummy variable for weekends, the geographical clusters 
variable, and direction, as well as weather data. 
Dataset Description 

Regarding data acquisition, we took the monthly historical traffic data for the 
month of March 2018 from the Department of Transportation (DOT) for New York 
Metropolitan Transportation Council (NYMTC). This data was comprised of its four 
major Boroughs showing a decent distribution of values found within each Borough with 
no visible skewness or anomalies observed as stated in .Table 1 

Table 1. Borough Distribution 
No. Borough Number of 

Values 
Percentage of 

Dataset 

1 The Bronx 1368 27.94% 

2 Queens 1152 23.53% 

3 Manhattan 1320 26.96% 

4 Brooklyn 1056 21.57% 

. The geographical data of 22 streets in boroughs was retrieved using the Google 
Maps API and acquired the weather data from the external source of same geographical 
locations and timestamps in our dataset. Weather data acquired of same location had 9 
attributes such as cloud cover, precipitation, dew point, relative humidity, precipitation 
cover, temperature, visibility, conditions, and wind chill. 

RESULTS AND DISCUSSION 
Exploratory analysis 

Various methods and approaches were used for scaling, standardization, and 
normalization of the dataset for model training and testing to obtain satisfactory outcomes. 
The parameters comprise of the independent variables – Date, Hourly Time (e.g. 9-10 
a.m.), Weather features which further comprise of Conditions, Precipitation, Cloud Cover 
and Visibility (scaled to obtain a convenient severity level between 0 and 3) to be used for 
our Regression Model. The dependent variable comprises of the parameter Traffic Count. 
Scaling Traffic Count 

Traffic count, being a continuous value within the data, comprises of values 
ranging from 0 to 3000 that need to be normalized to a better form to relate it with various 
features and to extract useful relations with them. For a vigilant representation of co- 
relations, Traffic Count Label was scaled and grouped by the respective start and end 
locations. Values were scaled using min-max scalar and scaled into 4 equal divisions from 
0 to 3 and termed as Congestion Divisions. The approach behind the min-max scalar is to 
subtract the minimum value in the feature and then divide it by the range. The range is the 
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𝑥𝑠𝑐 = 
𝑥

 
𝑥 − 𝑥𝑚𝑖𝑛 

𝑚𝑎𝑥 𝑚𝑖𝑛 − 𝑥 

difference between the original maximum and original minimum as shown in the Equation 
1. The advantage of using a scalar is that the shape of the original distribution is preserved. 

Using this min-max scalar, the Level of Congestion (LOC) based on traffic count 
has been defined and grouped into its respective Borough, which is also normalized. LOC 
was categorized into 4 discrete values: 0 represents low congestion level, 1 represents mild 
congestion level, 2 represents slightly high congestion level and finally, 3 represents high 
congestion level. The distribution of the overall traffic count is shown in the described 
range from 0 to 3. 
Relations with weather features 

Based on the domain knowledge, four relevant weather features (Conditions, 
Precipitation, Cloud Cover, Visibility) were selected that could influence the traffic count. 
Values were scaled to obtain a convenient severity level between 0 and 3, . The scaled 
divisions were made, based on domain knowledge related to that feature. Finally, values 
were compared with Scaled Traffic count to observe the strongest intersection of similar 
severity values to depict influence. The greater the number of overlapping of similar 
severities, the greater will be the influence. 

Figure 2. Relation Count Distribution of Conditions and Scaled Count 
 

Figure 3. Relation Count Distribution of Cloud Cover and Scaled Count 
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Comparison of scaled severity values of weather features with Traffic Count 
showed that greatest intersections arose with Conditions and Cloud Cover as shown in 
Figure 2. And Figure 3. Further evaluation was made in the Feature Analysis section. 
Relations with Time of Day 

Peak times were to be analyzed from the entire dataset i.e., all given locations to 
depict where the greatest traffic count was observed in case of a Weekday and a Weekend, 
to evaluate the importance of ‘Type of Day’. 

 

 

 
Figure 4. Peak hours on a Weekday 

 

 

 
Figure 5. Peak hours on a Weekend 
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According to both figures, the peak hour ranges showed distinguishable variations 
on both Weekdays and Weekends. On a weekday, the peaks were found to be on 2-3 pm 
and 8-9 pm and for the weekends, these were found to be between 2-7 pm, indicating 
greater peak hours and traffic counts on Weekends. 

MODEL SELECTION 
Base Accuracy 

Since our target label i.e., Traffic count was observed continuous in nature, 
Regression Model was implemented as a means to provide the best coordination. Tested 
models comprised of Linear Regression, Lasso Regression, Decision Trees, Random 
Forest Regression (RF) [6], and Gradient Boosting Regression Tree (GBRT). Among all, 
Random Forest showed the best results with an accuracy of 96.14%. 

Actual VS Predicted 
The accuracy Score of all the models was validated by relating their predicted 

values with the original targeted values by plotting them against each other and 
subsequently, visualizing the integrated result. The minimum difference in values i.e., 
which were found on densely populated sites closer to the baseline was considered as 
possessing least error, while the ones distant from them can be termed as anomalies as 
shown in Figure 6. 

 

 

a) Linear Regression 

 
 

 

b) Lasso Regression 

 

 

c) Decision Tree 

 

 

d) Random Forest 
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e) Gradient Boosting Regression Tree 
Figure 6. Model Accuracy VS Precision. Number of data values 
represented on x-axis and error on y-axis. Plotted coordinates 

represent the difference between actual and predicted values with 
density of points near base indicating greater accuracy. 

Hyper parameter Optimization 
After optimizing the hyper-parameters of all the regression models selected for 

this research, it was observed that the base accuracy of the Gradient Boosting Regression 
Tree was increased from 92.39% to 97.12% using the Grid Search CV and validation of 
the model was evaluated by the shuffle spilt validation. Overall, we observed an 
improvement of 5.12% in the model accuracy. The gradual increment can be observed in 
Table 2. 

Table 2. Parameter-Tuning Accuracy 

Accuracy n-estimators Max-depth 
Min-sample- 

leaf 

Max-sample- 
split 

92.39% 100 3 1 2 

94.38% 200 3 1 2 

95.90% 100 5 1 2 

92.83% 100 3 2 2 

92.83% 100 3 1 5 

96.22% 200 5 2 5 

96.42% 400 5 2 5 

96.62% 400 7 2 5 

97.12% 400 7 5 5 

96.67% 600 7 5 10 

MODEL EVALUATION 
Although after rigorous experimentation with optimized hyper-parameters of the 

selected models, the correct validation results were generated to evaluate the performance 
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of the model on training data. However, the fit of a proposed regression-based model 
should therefore be better than the fit of the mean model, so all models were evaluated 
via R2 error in which the ratio of the variance of the model and the total variance of target 
variable was taken and put forward a value between 0 and 1 with 1 being the best one. 
MAE was also used to identify the difference between the forecasted value and the actual 
value. The general definition of the R2 score can be seen in Equation 2. 

 

 
𝑅2 

𝑆𝑆𝑟𝑒𝑠 
≡ 1 − 

𝑆𝑆𝑡𝑜𝑡 

(2) 

    

Where,  
𝑆𝑆𝑟𝑒𝑠  = ∑(𝑦𝑖  − �̂�𝑖)2 

𝑖 
(3) 

 
 
 

𝑆𝑆𝑡𝑜𝑡  = ∑(𝑦𝑖  − �̅�)2 
𝑖 

(4) 

 
 

 

Figure 7. R2 Accuracy for Gradient Boosting 

Feature analysis 
Trained model was tested for co-relations among all the existing features which 

showed vibrant relations of Traffic Count with weather as standing out among all other 
weather features with the greatest feature importance, also observed in Figure 5, similar 
to our prior exploratory analysis in the section. 



International Journal of Innovations in Science & Technology 

Feb 2022 | Vol 3|Special Issue Page | 219 

 

 

 

Figure 8. Feature Importance 

Discussion 
On successfully recording, the highest accuracy of our model GBRT, the 

predicted results were visualized via a heat map through the Folium library. The 
visualized points indicated the coordinates of the start and end of the street locations of 
the designated routes within the data. Furthermore, the intensity of the color of the 
marker of that location expresses the intensity of traffic flow in that particular route. It 
ranges into 4 severity levels of congestion with a color palette of blue, green, and yellow. 
The red color indicates a relatively high traffic flow and a darker blue color represents a 
relatively low traffic flow. Visualized results for a time duration of 7:00-8:00 am describe 
the peak hour for the traffic flow, leading to congestion, as seen in the Figure 6. With the 
help of the visualization, the traffic pattern can be studied and understood. 

 

Figure 9. Visualized Results 

CONCLUSION AND FUTURE SCOPE 
After detailed analysis, the conclusion can be made that external factors like 

weather (in our case) do impact traffic congestion as a whole for the given dataset and that 
our Gradient Boosting Regression Tree model records the best accuracy  score for 
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predicting Traffic Count parameters i.e. 97.12% considering all relevant features as 
mentioned in Table 3. On the contrary, the greatest feature importance examined among 
all the weather features was Weather Conditions, followed by Wind Chill. 

Table 3. Model Accuracy 

Model Base Accuracy 
After Hyper parameter 

Tuning 

Linear Regression 75.23% 71.60% 

Lasso Regression 75.22% 71.50% 

Decision Tree 93.24% 94.10% 

Random Forest 96.14% 96.80% 

Gradient Boosting 92.39% 97.12% 

In this paper, the model is based on regular day predictions. However, we look 
forward to the implementation of a more robust model that will also consider the Planned 
Special Events (PSEs), like festival holidays, social events like concerts, sporting events 
like cricket and football matches and so on. Moreover, seasonal changes may also affect 
the traffic flow adversely because of the ambiguities in weather they may bring. Therefore, 
we also look forward to work with this aspect. We believe our research will pave the way 
for greater opportunities in the field of data gathering and will help in developing a more 
stabilized road network of the city that is less prompted to traffic congestion. 

Conflict of interest. The Authors have no conflict of interests. 
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ulmonary diseases are very severe health complications in the world that impose a massive 
worldwide health burden. These diseases comprise of pneumonia, asthma, tuberculosis, Covid-

19, cancer, etc. The pieces evidence show that around 65 million people undergo thechronic 
obstructive pulmonary disease and nearly 3 million people pass away from it each year that makes it 

the third prominent reason of death worldwide. To decrease the burden of lungs diseases 
timely diagnosis is very essential. Computer-aided diagnostic, are systems that support doctors 

in the analysis of medical images. This study showcases that Report Generation System has 
automated the Chest X-Ray interpretation procedure and lessen human effort, 

consequently helped thepeople for timely diagnoses of chronic lungs diseases to decrease the 
death rate. This system provides great relief for people in rural areas where the doctor-to-patient 
ratio is only 1 doctor per 1300 people. As a result, after utilizing this application, the affected 
individual can seekfurther therapy for the ailment they have been diagnosed with. The proposed 

system is supposed to be used in the distinct architecture of deep learning (Deep Convolution 
Neural Network), this isfine tuned to CNN-RNN trainable end-to-end architecture. By using the 
patient-wise official split of the OpenI dataset we have trained a CNN-RNN model with 
attention. Our model achieved an accuracy of 94%, which is the highest performance. 
Keywords: Attention, chest X-rays, classification, convolutional neural network, deep 
learning, natural language processing, pulmonary diseases, recurrent neural network, report 
generation. 

 
INTRODUCTION 
During past few years, the health of human beings has been brutally threatened by pulmonary 
diseases. Covid-19, Pneumonia, asthma and tuberculosis are the diseases from which millions 
of people suffer every year. These diseases are not often detected at early stages that leads 
patients towards the death. There are several diagnostic imaging modalities, for instance Chest 
X-ray (CXR) shown in Figure 1. 
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Computed tomography (CT) and magnetic resonance imaging (MRI), are executable 
nowadays to help in the clinical diagnosis of pulmonary diseases. So, for an examination at 
early stages chest X-rays are used because they are economical and easily accessible [1]. 

 

a) Normal CXR b) Abnormal CXR 
 

Figure 1. Representation of Normal and Abnormal chest radiographs 
Now a days massive amount of CXRs are produced worldwide [1]. Nevertheless, 

deficiency of diagnostic resources for instance trained radiologists are major hindrance for 
robust pulmonary diagnostics [2]. For the diagnosis of pulmonary diseases with massive 
authenticity is the tough duty even for radiologists. Moreover, there is a shortage of expert 
radiologists in under developed countries who are competent to read chest radiographs. As 
opposed to diagnosis with the help of humans, more convincing results with less diagnostic 
errors can be achieved by computer aided design (CAD) tools [3]. Therefore, researchers 
proposed different lungs disease detection systems and developing the programmed 
algorithms by using chest radiography for the detection of pulmonary diseases. 

Many lungs disease detection and report generation systems exist like Thorax-Net [1] 
and Tie Net [4] is briefly discussed in related work section. However, there are still some 
weaknesses in those existing system. Previous researches have predominantly been enthused 
by the aspiration to create an automated diagnostic system that can boost the survival rate of 
patients. However, correctly interpreting the information is always a major challenge. The 
number of publications and researches in this field are more but progress toward the 
performance of systems is slow. 

Recently, pre-trained language models are getting across-the-board achievement which 
inspired researchers to concentrate generating multimodal representation using Transformer- 
based pre-trained models [5]. To our best knowledge, developing an automated report 
generation system for pulmonary diseases is still a challenging task. This system will be a deep 
convolutional neural network with regularized attention that will classify the pulmonary 
diseases on the basis of CXR. Numerous revolutions in the applications of computer vision 
have been attained by Deep Learning methodologies. The tremendous success in the field of 
deep learning has provoked many investigators/researchers to employ DCNN. This model 
contains the branch of classification that determines the image representations and an 
attention branch works for acquiring distinguished attention maps for better performance of 
classification. We have used an attention branch, CheXNet [6] is used as classification branch 
then outputs of mutual branches are aggregated for identification of individual input. 
Conversely, an automatic radiological diagnosis and reporting system like this system is a 
crucial framework to build. 

This paper enlightens a study assessing the viability of a CNN-RNN with attention- 
based report generation system to diagnosed disease in CXR. We estimated sensitivity, 
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specificity, and positive predictive value by comparing results of the automated report 
generation system with other related studies. 

There have been recent efforts on pulmonary diseases that we discovered in this 
section. On the basis of Machine Learning and deep learning there are multiple pulmonary 
diagnosis schemes i.e. transformers, LSTM and CNN-RNN. Identification of lung disease 
predominantly depends on patterns of radiology [7]. Timely recognition of Lungs diseases can 
lead to its cure and stoppage of infectious development. 

Tie Net is the model proposed by Xiaosong Wang et al [4]. It classifies the CXRs via 
image features and text embedding from associated reports. Their [4] auto-annotation 
framework achieved great accuracy that was over 0.9 in allocation of disease labels for their 
evaluation dataset that was hand-label [4]. In addition, they transformed the Tie Net into a 
CXR reporting system. However, it is noted that there are false predictions that can be 
distinguished in the image that were verified by radiologist but in the original report were not 
prominent in some way, specifies that to some extent this proposed network can associate the 
appearance of image with the description of text. 

Mendonca, Eneida presented an examination evaluating the achievability of a Natural 
Language Processing (NLP) [8] based observing framework to screen for medical care related 
pneumonia in neonates. For the evidence of radiographic abnormalities, this detection system 
examined radiology reports. They evaluated affectability, explicitness, and positive prescient 
incentive by different outcomes and clinician’s decisions. Affectability was 71% and 
particularity was 99% [8]. Their results showed that the computerized strategy was efficient, 
as their framework was NLP- based so there were few limitations as well 1) Reports that 
contains incorrect punctuation leads to the errors in recognition of sentence boundaries and 
poor grammar. 2) A number of occurrences that missed abbreviations. 3) Misspelling of terms. 
Concisely, it does not assure that system will be worthwhile in a clinical setting because many 
steps were necessary before such a monitoring system which can actually be used. 

Horry, Michael J [9] worked on Automated Lung Cancer Diagnosis, separated an 
independent lung nodule dataset into benign or malignant classes with good results, and deep 
learning techniques were applied. Maximum accuracy achieved with positive prediction was 
greater than 81%. 

Wang, Hongyu proposed a model Thorax-Net Attention Regularized Deep Neural 
Network techniques were used in it [1]. By using the patient-wise official split of the Chest X- 
ray14 dataset Thorax -Net assessed contrary to three state-of-the-art deep learning models and 
attained maximum per-class accuracy (0.7876, 0.896) without using external training data. But 
still certain limitations were there like 1) Training dataset was imbalanced. 2) Deficiency of the 
annotations of pathological abnormalities, leads to the inaccuracy. 3) Many images contained 
one or more disease labels. 

Lovelace et al. [10] developed a radiology report generation model that generates 
superior reports as measured by both standard language generation and clinical coherence 
metrics compared to competitive baselines and it utilizes the transformer architecture. 
Assessing radiological report is difficult as typically language generation metrics that assess 
image captioning systems cannot be easily examined. They extracted clinical information 
differentially obtained by their generated reports. By using standard natural language 
generation (NLG) objective LNLG they first train a report generation model and then further 
fine-tune the model to make it extra medically clear by presenting a further medical clear 
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objective. Though these metrics estimate language resemblances among produced and actual 
reports, they cannot calculate proficiency of clinically correct reports are the produced by the 
models. 

Table 1. Comparison of both approaches 
 Authors Year Dataset Methodology Results 

1. Wang, 
Xiaosong et 
al. 

2018 Three datasets naming: 
ChestX-ray14, Hand- 
labeled, OpenI 

Multi-level 
attention models 
integrated into 
an end-to-end 
trainable CNN- 
RNN 
architecture 

90 % 
accuracy 

2. Wang, 
Hongyu et al. 

2019 Chest X-ray 14 dataset Attention 
Regularized 
Deep Neural 
Network 

(78%, 89 
%) 
accuracy 
in both 
experime 
nts 

3. Horry, 
Michael J et 
al. 

2020 LIDC-IDRI dataset Deep learning 
techniques 

greater 
than 
81% 
accuracy 

4. Mendonça et 
al. 

2005 Dataset from the 
National Institute of 
Nursing Research 

NLP-based 
observing 
framework 

Sensitivit 
y was 
71% and 
specificit 
y was 
99% 

5. Lovelace et 
al. 

2020 MIMIC-CXR dataset transformer 
architecture 
and natural 
language 
generation 
(NLG) objective 
LNLG 

(90%, 
97%) 
accuracy 

Material and methods. In the following Section, a powerful pulmonary diagnostic strategy 
has been described on the basis of CNN-RNN architecture with attention mechanism. We 
have explored two methodologies that are trained on standard dataset OpenI [11] by Indiana 
University. We have predicted the results of our model trained on OpenI dataset for the 
predictability and responsiveness. 

The proposed model comprises of the classification branch which learns the image 
representation and extracts the features and an attention branch pays much attention to 
probable abnormal regions. As a final point, to produce the results of diagnosis both branches 
are joined. 
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Dataset 
Machine learning projects require a dataset to train and test the model and for that purpose 

we used OpenI (It is freely available dataset by Indiana University) [11]. Indiana University has 
assembled radiography dataset from multiple institutes that is publicly accessible. We acquired 
3955 distinctive CXRS and related 3820 frontal and 3646 lateral images. These images were 
marked up with key concepts that comprises findings, diagnoses and body parts from the 
OpenI dataset. In our evaluation, we have selected 3820 distinctive images of front view and 
their parallel reports. 

Initially, portable network graphics (PNG) format images were saved in dataset. 
Afterwards, rescaling of images to 1024 × 1024 size feature vector was performed. The dataset 
was divided into a training, testing and validation subset on the basis of patient ID. Identical 
patients’ information appears only just once in any of the training or testing set. The training 
set contained 2506 images, testing set was comprised of 200 images and validation set 
consisted of 500 images. 
Preliminaries of Deep Learning 

For the proposed system we tested two different methodologies, CNN-RNN and CNN- 
RNN with attention mechanism. 
Basic architecture of CNN 

CNN key architecture comprises of the layers listed below: 
CONVOLUTION LAYER 

The convolution layer [12] units were connected with corresponding local patch units 
achieved by filtered prior layer. Above the locally weighted sums, feature map triggers the units 
which was done by Rectified Linear Unit (ReLU) [13]. 
POOLING LAYER 

Features and patterns were integrated semantically with private feature map by this layer. 
From the former layer extreme or average of input features were calculated and used like 
feature map output. 
FULLY-CONNECTED LAYER 

A mesh was created by attaching each single unit with preceding layer. Generally, to extract 
features 2 or 3 stacks of the pooling and convolution layers were positioned before fully- 
connected layer [14]. 
SOFTMAX LAYER 

This layer transforms each output class features into probabilities. Softmax layer’s 
entire quantity of units is equivalent to whole output classes. In Softmax function equation (1) 
Softmax (bp) and bi symbolize probability and feature of pth class correspondingly. Non- 
normalized probability measurement is 𝑒𝑝 and for normalizing distribution of probability 

form output classes [15] ∑𝑚 𝑏 is used as in equation: 
Softmax (b ) =

  𝑒𝑏𝑝 
 

 
(1) 

p 𝑚 𝑏 
𝑞=1   𝑞 

For exhibiting non-linearity along with attaining quicker learning convergence [13] as an 
activation function ReLU can be used. To reduce inaccurate classification weight optimization 
of units is considered at learning stage. Stochastic gradient descent optimizer is usually used 
for Figured block propagation algorithm weights for applying gradient. 
Basic architecture of RNN 
Basic architecture of RNN contains following layers. 

𝑒 
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EMBEDDING LAYER 
Embedding Layer allows a static form vector to be translated from each word. The 

resulting dense vector consumes real values as a substitute of just 0’s and 1’s. The fixed length 
of word vectors supports us to denote words in an improved way accompanied by reduced 
dimensions. 
LSTM LAYER 

LSTM layer [16] allows to state the several memory units inside the layer. Every unit or 
cell inside the layer has an inner cell state, and outputs a hidden state. 
DENSE LAYER 

It is used for outputting a prediction and is called Dense Layer [17]. It is a fully connected 
layer that usually follows LSTM layers. 
Attention Mechanism 

This proposed mechanism is an enhancement of the CNN-RNN models. The issue of 
context vector was bottleneck for encoder-decoder models which made it difficult to deal with 
long sentences. The solution to this problem was “Attention”, which has greatly enhanced the  
quality of translation systems, presented by Bahdanau et al. [18] And Luong et al [19]. This 
technique lets the model concentrate on the appropriate regions where desired. Specifically, it  
forces an extra step in the reasoning procedure, by allocating different importance to features 
from different image regions it identifies salient regions. The model will find the values of 
alpha from the data. For this reason, the function is defined as: 

qr = fATT(Sr-1,hq) (2) 
The significance of q_th decoding input, r_th output is captured by this quantity. q_th 

location demonstration is h_q and state of the decoder is s_r-1 is the till that point. These 
quantities are needed to define e_qt and f_ATT is a function. 

Through all the inputs, at this instant (e_qr) to sum to 1 is the quantity that we need. By 
taking softmax the e_qr is transformed to a probability distribution. 

α  =
    exp(𝑒𝑞𝑟)  (3) 

qr 𝑀 
𝑞=1 exp(𝑒𝑞𝑟) 

e_qrs are softmax of Alphas. To produce the r_th output Alpha_qr symbolizes possibility 
of concentrating on q_th input. Here, the f_ATT function is defined: 

eqr = 𝐴𝑇 tanh(BarrSr-1 + Carrhq) (4) 
Parameters which will be learned are A, B and C for determination of the value of e_qr while 
training. 
Results and Discussion 

In this section, the techniques we’ve implemented are presented. The first approach is 
encoder-decoder, encoder in our case is CNN and decoder is a RNN, and second approach is 
CNN-RNN with attention mechanism. Firstly, the entire OpenI dataset was cleaned and 
prepared in which we cleaned the text by converting all characters into lowercase, performed 
simple decontractions, removed punctuation from text except full stop because findings 
contain multiple sentences), eliminated numbers from findings, words that are ≤ 2 in length  
(e.g, ‘is’, ‘to’ etc), But the word ‘no’ is not be removed since it adds value) and multiple spaces 
or full stops or ‘X’ frequently existing in findings. 

After preprocessing the entire dataset was split into training, testing and validation, with 
the observation of multiple data points of an individual. As, if there are 4 images of an 
individual with corresponding patient report. As we have to deal with pairs of CXRs, various 

https://arxiv.org/abs/1409.0473
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records related to particular person will be created. So, it’s compulsory to divide the dataset 
on the basis of entities to keep away the problem of data outflow. By means of the distinctive 
‘Patient Id’ feature dataset is split and then model is trained. The training, testing and validation  
set consists of 2506, 200 and 500 images respectively. 

Our model generates a report containing one word at a time providing a combination of 
two images. Before feeding the text data into our model we applied Tokenizer on it. Model 
inputs are partial reports with Images as shown in Figure 2. Block diagram. Every image is 
converted into a static sized vector and then sent to the model as an input. We are doing this 
by means of transfer learning. About 121 number of layers’ convolutional neural network 
CheXNet were trained with ChestX-ray 14 (biggest openly available dataset of chest 
radiography), which contains frontal X-ray of 100,000 images along with 14 diseases. For each 
image, to get the bottleneck features is mainly the goal here. 

 

Figure 2. Flow of study 
Encoder-Decoder model: 

In both approaches we used different layers of CheXNet [6] for output but we have taken 
ReLU (avg_pooling) layer as output in our first approach CNN-RNN. We rescaled every CXR 
to (224,224,3) and then delivered it to the CheXNet through which we obtained 1024 size 
feature vector. For acquiring 2048 features both these features are concatenated. For training 
and validation, we formed two data generators (at a time produces BATCH SIZE no of data 
points). 

As stated previously our encoder-decoder model is a word-by-word model (sequence-to- 
sequence). Image features and the partial sequences are taken as an input by the model for 
generation of following word in series. To train the model the input sequence is split into 2 
pairs of input-output. And also, we have used the merge architecture in which at any point 
RNN is not opened to image vector. Instead, once the encoding of prefix is done through 
RNN in the entireness then image was presented to language model. 

After that we used embedding layer, where each word was mapped on a 300 dimension 
demonstration via pre-trained GLOVE model [20] and made the parameter ‘trainable=False’ 
so while training weights never change. 

https://nlp.stanford.edu/projects/glove/
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To mask the zeros in order we created Masked Loss Function so model only acquires the 
desired words from report and the attention of model will not be given to them. We have used 
Categorical Cross entropy as our loss function as output words are One-Hot-Encoded. With 
a learning rate of 0.001, Adam optimizer was utilized also to examine the predictions of model 
two techniques were used that include beam and greedy search. 
Encoder-Decoder with Attention: 

After training the CNN-RNN model we did not achieve up to mark accuracy so we 
extended our model with attention mechanism. For the betterment of encoder-decoder 
models attention mechanism was proposed. The related chunks of input sequence are focused. 
We have used output of any of convolution layers (transfer learning) containing spatial facts 
as opposed to fully connected representation. 

This model used same dataset as well split and tokenizer just like the CNN-RNN model 
as discussed previously. Teacher forcing method was implemented to train the model but we 
did not converted text into a sequence-to-sequence model this time. CheXNet was used but 
in our first approach CNN-RNN we have taken ReLU (avg_pooling) layer as output and here 
the output was bn (ReLU Activation) that was the final convolutional CheXNet layer. After 
merging the 2 images, the final output shape was (None, 7, 14, 1024). So encoder’s input was 
(None, 98, 1024) after reshaping. 

There are 2 parts, an encoder and a decoder of the model but now the decoder consists 
of an additional attention module, for instance one-step attention decoder. The sub-classing 
API of keras [21] was used that provided us an additional customizability and control over our 
architecture. Same loss function, learning rate of 0.001 and optimizer was used. Like previous 
model same prediction techniques (Beam and greedy search) and BLEU score [22] are utilized 
for evaluating the predictions. After training the model we achieved up to mark accuracy. 

Table 2. Comparison of both approaches 
Furthermore, In this section, we explored and analyzed both approaches based on 

Models Activa 
tion 

Functi 
on 

Loss 
Functi 

on 

Optim 
izer 

Lear 
ning 
Rate 

No 
of 
epo 
chs 

Ba 
tch 
Siz 
e 

CNN- softma Catego Adam 0.001 40 1 
RNN x rical     

  Cross     

  entrop     

  y     

CNN- 
RNN 
with 

softma 
x 

Sparse 
Catego 
rical 

Adam 0.001 10 14 

Attenti  Cross     

on  entrop     

mechan 
ism 

 y     

CNN-RNN and CNN-RNN with attention. In this study, benchmark dataset OpenI is used 
for evaluating the efficacy of proposed methodology. Google Colab having 16 GB of RAM 
with GPU is used for training and the testing purpose. The experiments are performed on two 
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architectures presented in Table 2. The Figure below shows the training and validation 
accuracies respectively. 

 

Figure 3. Accuracy Curves of Attention model 
While training CNN-RNN with Attention mechanism we have achieved upto mark 

accuracy which was 96% with validation accuracy of 94% which can be seen in Figure 3. To 
examine these methods, beam and greedy search methods were used. The most possible word 
in each time-step is the output by Greedy search. On the other hand, at each time step the most 
probable sentence by multiplying probability of each word and getting the sentence that has 
the highest probability is showed by beam search. As compared to beam search greedy search 
is much rapid despite the fact that beam search generates correct sentences. To evaluate the 
prediction, we have used the BLEU score as the metric. 
Conclusion. We have proposed the model designed for CAD for report generation of 
pulmonary diseases using CXR. By using the patient-wise official split of the OpenI dataset 
we have assessed this model in contrast to 2 state-of-the-art models of deep learning. Our 
model achieved an accuracy of 94%, which is the highest performance. 
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